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Abstract: A method for phase analysis, similar to the Rietveld method in X-ray diffraction, was not developed
for electron diffraction (ED) in the transmission electron microscope (TEM), mainly due to the dynamic nature
of ED. Nowadays, TEM laboratories encounter many thin samples with grain size in the 1-30 nm range, not too
far from the kinematic ED conditions. This article describes a method that performs (semi)quantitative phase
analysis for nanocrystalline samples from selected area electron diffraction (SAED) patterns. Fractions of the
different nanocrystalline components are determined from rotationally symmetric ring patters. Both randomly
oriented nanopowders and textured nanopowders, observed from the direction of the texture axis produce such
SAED patterns. The textured fraction is determined as a separate component by fitting the spectral compo-
nents, calculated for the previously identified phases with a priori known structures, to the measured
distribution. The Blackman correction is applied to the set of kinematic diffraction lines to take into account
dynamic effects for medium grain size. Parameters of the peak shapes and the other experimental parameters
are refined by exploring the parameter space with the help of the Downhill-SIMPLEX. Part I presents the
principles, while future publication of Parts IT and IIT will elaborate on current implementation and will
demonstrate its usage by examples, respectively.
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INTRODUCTION

X-ray diffraction (XRD) is one of the most frequently
applied methods of structure examinations today. The
method of structure analysis and phase analysis from pow-
der diffraction data is well elaborated (David et al., 2002).
Its success is based on several factors. One of them is
instrumentation. Diffraction peaks can be reproducibly mea-
sured with good spectral resolution and with low back-
ground. Another element of the success is the processing
method. Rietveld not only developed his method to extract
quantitative data from the measured X-ray powder diffrac-
tion pattern, but also made his computer program public,
fostering widespread application of his method (Rietveld,
1969; Young, 1993). Weak interaction of X-rays with matter
ensures that X-ray powder diffraction can mainly be re-
garded as kinematic in nature and only some minor correc-
tions are needed due to extinction effects. Strength of
interaction of electrons with matter is much stronger. Al-
though the exact value depends on both the applied wave-
lengths and the examined materials, as a rule of thumb we
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can state that the interaction for the electrons of the trans-
mission electron microscope (TEM) is about four to five
orders of magnitude stronger than for the X-rays in the
usual XRD equipment. Consequently, many of the electron
diffraction (ED) patterns are dynamic to some degree. For
sample thicknesses that somewhat exceed the dynamic limit,'
the Blackman correction can be applied (Blackman, 1939).
The Blackman correction can equally be applied to single
crystalline, mosaic, or polycrystalline samples, whether they
are randomly oriented or textured or not. For systematic
reflections (simultaneously excited multiple orders of the
same reflection), a slight further correction of the potential
(introduction of the Bethe potential (Bethe, 1928)) in the
Blackman formula must also be considered.” For much

!The exact value of thickness when dynamic diffraction significantly devi-
ates from the kinematic value depends on both structure and orientation.
As an example, Zuo et al. (1993) examined TiAl at 120 kV near the
[5,3,—10] zone. They found that kinematic and dynamic intensities devi-
ated by about 10% at 5 nm thickness. The higher the accelerating voltage,
the larger thickness produces the same deviation between kinematic and
dynamic intensities. (Most TEMs use 200-400 keV today.)

%It was also shown in Zuo et al. (1993) that in the mentioned example the
deviation of the Bethe-corrected two-beam result from the kinematic value
reached about 10% at a thickness of 70 nm. The exact value changes with
voltage, structure, and orientation.
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thicker single crystals, the dynamic effects can only be
perfectly described by the many-beam theory (Fujimoto,
1959; Humphreys, 1979), which was successfully applied in
practice to solve structures (Vainshtein, 1964). Zuo and
Weickenmeier developed a method for automatic beam
selection for many beam computations (Zuo & Weicken-
meier, 1995). Several generations from the Russian crystal-
lography school used both kinematic and dynamic ED to
analyze crystal structures (Vainshtein et al., 1992). However,
a general method to fit electron powder diffraction patterns
for phase analysis was not available up to now, not even
for thin nanocrystalline TEM samples, where dynamic
effects are not too strong. The demand for a method (and
for a self-contained computer program to implement it)
can be pinpointed in the literature. Weirich and cowork-
ers (Weirich et al., 2000, 2002) used ED patterns from
nanocrystalline TiO,, and after integrating the intensities
radially, they supplied the data to a Rietveld program
(Rodriguez-Carvajal, 2000) to refine the atomic position of
the oxygen atoms. Tonejc et al. (2002) used a similar
approach. They deduced the circularly integrated ED inten-
sities with the ProcessDiffraction program (Lébér, 2000)
and refined it with FULLPROF (Rodriguez-Carvajal, 2000)
to obtain the variation of the unit cell distortion with the
processing parameters of the nanocrystalline samples. No
dynamic correction was applied in any of these publica-
tions. The success of these approaches proves that the
kinematic approximation is good for the really nanocrystal-
line samples.

The kinematic approximation was also successfully
applied in qualitative phase identification from ED patterns
in the TEM (Labdr, 2002; Li, 2004) for powder samples. The
kinematic approximation has also been successful in three-
dimensional reconstruction of inorganic structures from
ED and high-resolution transmission electron microscopy
(HRTEM) data measured on single crystals (Zou & Hov-
mboller, 2006). Precession of the electron beam frequently
seems to improve the validity of the kinematic approxima-
tion in single crystals (Nicolopoulos et al., 2006). Jansen
(2006) also introduced the dynamic approach into structure
refinement from ED, measured on single crystals. There still
remained the need for simple (semi)quantitative analysis of
powder ED data using both kinematic and a simple dy-
namic approximation. The method in this article addresses
that need.

The presence of texture also modifies both the appear-
ance and the intensities in a measured selected area elec-
tron diffraction (SAED) pattern. Processing of general
textured patterns is performed by Oleynikov et al. (2006).
The method in this article is restricted to a special sub-
set of textured patterns, which is the most frequently
encountered in the TEM. We analyze ring patterns that
are characteristic not only to randomly oriented pow-
ders, but also to patterns from textured powders, seen
from the axis of the texture. The aim in our method is
not simply to index and measure intensities, but also to

use these data to determine the fraction of the textured
component.

Measured ED patterns also suffer from instrumental
distortions, affecting the positions of the individual dif-
fraction spots. This situation is in contrast to that encoun-
tered with XRD and is a weakness of ED, unless special
lens-less electron diffractometers are used (Vainshtein
et al., 1992). There are different approaches in the litera-
ture to correct for this distortion. Jansen used a double
polynomial for the correction of the positions of single
crystal diffraction spots (Jansen, 2006). Belletti et al. (2000)
fitted an approximate grid of straight lines to the measured
points. An elliptical correction is applied in the Process-
Diffraction program (Labér, 2000).

The experimental techniques that form the basis of
such methods also advanced in the last decade. Early
solutions to record the electron intensities linearly over a
large dynamic range by a scintillator and photomultiplier
were successful (Vainshtein et al., 1992) but tedious (due to
the serial recording) and did not become generally applied.
Linear recording of electron intensity in a wide dynamic
range became daily practice with the usage of Imaging
Plates (IP) (information on IP technology: http://www.
ditabis.de/iptech/iptech.html) and scientific grade charge-
coupled device cameras in the TEMs. Quantitative processing
of SAED patterns and HRTEM images became common
practice on the basis of these good-quality digitally-
recorded electron intensity distributions (Digital Micro-
graph, Trademark of GATAN, Inc.). Several scientific
methods, implemented in the form of computer programs,
use these digital pictures or patterns for phase identifica-
tion, determining crystal orientation or deducing other
physical and crystallographic quantities (Walryck & Andrusz-
kiewicz, 1997; Walck & Ruzakowski-Athey, 1998; Belletti
et al., 2000; Dimmeler & Schroder, 2000). Other methods
(Narayan, 1986; Hart, 2002) extract similar quantities off-
line, from data, obtained either manually or by other
processing programs (Hovméller, 1992; Zou et al., 2004).
The first versions of the popular® ProcessDiffraction pro-
gram (Labar, 2000, 2002, 2005; Labar & Adamik, 2001)
processed SAED patterns, but did not perform (semi)-
quantitative phase analysis. This article describes a method
to determine the volume fraction of both randomly ori-
ented and (specially oriented) textured crystalline phases
in a nanocrystalline, thin TEM sample from its SAED
pattern and the implementation of that method in the
ProcessDiffraction program. Problems, caused by the pres-
ence of some amorphous components, are still to be im-
proved in future extensions of the method. Presently, the
effect of the amorphous component is mainly eliminated by
empirical approximation of the background under the
crystalline peaks.

3Over 8,000 visits were registered at the download page of the program:
http://www.mfa.kfki.hu/~labar/ProcDif.
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METHODS

Details of Applied Approaches

Our (semi)quantitative method for phase analysis is based
on a few simple steps shown in Figure 1. A typical two-
dimensional (2D) SAED pattern is show in Figure 2a. The
one-dimensional (1D) distribution deduced from it can be
seen in Figure 2b. When the optimized fitting is carried out
as shown in Figure 1, the quality of the fit is also to be
examined visually. Fitted background and fitted peaks are
also indicated in Figure 2b. Occasional false results (system-
atic deviations of the fitted curve from the measured) can
be pinpointed immediately. Strategies and the approxima-
tions used during these steps are elaborated below.

Derivation of 1D Intensity Distribution

In contrast to the traditional X-ray power diffraction (e.g.,
Bragg-Brentano geometry with a point detector); a SAED
pattern is a 2D distribution of intensities. In order not to
lose information, that 2D distribution is circularly (or more
generally elliptically) averaged to obtain an XRD-like 1D
distribution, where the intensity is plotted as a function of
the length of the scattering vector. For the small scattering
angles encountered in SAED of high energy electrons, the
length of the scattering vector is almost proportional to the
scattering angle (only a minor correction is needed). Correc-
tion for a small elliptical distortion (due to the magnetic
lenses) is done during this circular (elliptical) averaging, as
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Figure 2. A typical example: the method is applied here to a test sample, obtained with sequential evaporation of 10 nm
Cu and 10 nm Ag on 5 nm amorphous carbon (a-C) film. The self-supporting sample on a Mo-grid was examined at
200 keV in a Philips CM-20 TEM. a: The collected 2D SAED pattern. b: The 1D distribution obtained from it. 1.5%
elliptical correction was detected and corrected for during the derivation of the 1D distribution. The figure also
indicates the fitted background and peaks. The log-normal background shape and the Pseudo-Voigt peak-shape were
selected for the fit. (Presence of the amorphous component within the background was disregarded.) Fitting resulted in

46 vol% Cu and 54 vol% Ag.
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described in the forthcoming Part II of this paper. That
distortion is less than 2% for all the TEM SAED patterns
encountered by the author.

Identification of Crystalline Phases

A very common situation in analyzing SAED ring patterns
is that the list of possible crystalline phases is not know a
priori; however, the composition of the analyzed volume is
known from complementary analysis by either electron
energy loss spectroscopy or from X-ray emission spectros-
copy (energy dispersive spectrometer). In such situations,
the usage of the XRD powder diffraction files is extremely
useful because it lists the known phases (that contain the
preselected chemical elements) and the positions of their
diffraction lines. Although the intensities in the database are
strictly valid for XRD only, they also give an estimate of
which lines should be strong with electron diffraction, too.
The database itself is not part of our method; however, legal
users of the database can interface to the database from
within ProcessDiffraction and use the XRD data as visual
Markers aiding phase identification. The interfacing proce-
dure used in the current implementation is elaborated in
Part II (forthcoming). All crystalline phases have to be
identified prior to the next step of phase analysis.

As described above, the previous tilting experiment
should also be used to decide if the identified phase is to be
calculated for random orientation, or if a textured version
of it is also to be calculated in our method.

Calculation of Marker Data

For qualitative phase identification, or for indexing of single
crystal patterns, it is enough to know the positions of the
diffracted beams, so XRD data from the power diffraction
database can also be used (L4bar, 2002, 2005). However, to
quantify the fractions of the phases present, the intensities
of the diffracted electrons are also needed. That is why the
exact description of the crystal structure of the phases in
question must be available. Specification of the structure is
performed within a larger crystallography package in Pro-
cessDiffraction, as elaborated in the forthcoming Part II. An
important aspect of the implemented crystallographic cal-
culations is that they are placed on a unified platform. In
contrast to using individual formulas for each crystal sys-
tem to calculate spacings of the reflecting planes (d-values
in the Bragg equation) and angles between planes and/or
between directions, furthermore calculating lengths of real
space and reciprocal space vectors, all of these calculations
are carried out with the same formulas for all the crystal
systems, using the Metric matrix and its inverse.

Dynamic Correction

A simple dynamic correction, using the Blackman formula
(Blackman, 1939) is also incorporated into our method.

I dyn

1 Ay
- f Jo(2x)-dx, W

Ikin

where J,(x) is the zero-order Bessel function and A, =
o-t-|®;,|, where t is the average grain size in the beam
direction (or sample thickness for laterally larger crystallites
or single crystals), o = 7/AE is the coupling constant that
relates the amplitude of the scattered wave to the Fourier
transform of the potential, and ®, is the structure factor for
reflection h.

Effect of Precession

There is a strong claim in literature (Berg et al., 1998; Avilov
et al., 2007; Oleynikov et al., 2007) that application of a
precession camera during the recording of the SAED pat-
terns is frequently efficient in reducing dynamic effects and
extending the thickness range where the kinematic approxi-
mation is valid. Unfortunately, the author does not have
access to such a precession camera at the moment, so
testing of the validity of that statement for the case of our
method is left for a forthcoming article. That effect would
only improve the results obtained with our method, so the
message of this article is not affected by the lack of precession.

Temperature Effects

To take the temperature effects into account, the isotropic
Debye-Waller factors are incorporated into the method.
These factors (and the equivalent average thermal vibration
amplitudes) are refined during fitting. Although in principle
thermal parameters could be refined independently for each
crystallographic site within the asymmetric unit, we only
refine a single value for each element present in a given
phase. No attempt was made to incorporate the anisotropic
vibration ellipsoids (Megaw, 1973).

Textured Powder Patterns

During the Marker-generation step, a texture axis can be
specified. The textured Marker will only contain the lines
that belong to the zone defined by the texture axis (and its
symmetry equivalent directions). These lines consist of a
subset of the random Marker lines. Beside the main texture
component, a minor texture component(s) can also be
defined. Volume fractions of the textured component(s)
and the random component are determined simultaneously
in the method.

Shapes of Measured Peaks

In contrast to XRD, there are no moving parts and there is
no changing solid angle during the recording of the SAED
pattern. Furthermore, the recorded range of scattering an-
gles is very much restricted (<~100 mrad). As a conse-
quence, the dependence of the peak shape and peak width
on the scattering angle is much simpler (at least in princi-



ple) than in XRD. However, it is slightly complicated by
some additional minor distortions (beam convergence,
etc.). To the first approximation, both the shapes and the
widths of the peaks belonging to the same phase seem to
be constant in a given measurement. The parameters of
this shape and width, however, are not known accurately
a priori for a given instrument but must be calibrated for
each measured distribution separately. For XRD, five peak
profiles are used for fitting (Snyder, 1993). Three profiles
are adapted in the present implementation of the method:
Gaussian, Lorentzian, and Pseudo-Voigt, which is a linear
combination of the first two. Proportion of the Gaussian
component in the Pseudo-Voigt profile can also be refined
during parameter optimization. One peak-shape per phase
and one peak-width per phase seem to be a good selection
in our experience (although several other options are also
incorporated in our method). An increased peak-width is
an indication of a reduced crystallite size in the nanocrys-
talline sample; however, other effects, like crystal defects
and reflections from the crystallite faces, can also contrib-
ute to the broadening. It seems to be unambiguous in
XRD (Warren & Averbach, 1950, 1952; Williamson & Hall,
1953; Warren, 1959; Delhez et al., 1993; Cordier et al.,
2004), but it is more complicated in the TEM because the
recorded peak-width is also affected by the above-mentioned
effects.

Background under Peaks

The shape of the background is generally modeled empiri-
cally in diffraction experiments (Richardson, 1993). At the
present implementation of our method, four shapes can be
selected to model the shape of background in 1D SAED
distributions: Gaussian (called normal), shifted Gaussian
(called log-normal), polynomial and cubic Spline. Log-
normal is the default choice because it seems to approxi-
mate most of the distributions the best. Apparent deviations
from it frequently indicate some problems, such as nonlin-
ear recording or the presence of an amorphous component.
It is important to notice that the background is much
higher in a SAED pattern of thin nanocrystalline samples
than its counterpart in XRD. It is partially connected to the
poorer resolution (in Q-space) and partially to the en-
hanced role of inelastic scattering in SAED. Stray radiation
in the microscope may also contribute, but this component
should be very small for a good experiment. A polynomial
function that is usually applied in XRD (Richardson, 1993)
generally does not seem to fit nicely the background in
SAED, although it is also offered as an option in our
method. Amorphous components are taken into account by
either Fourier filtering or by direct modeling in XRD (Rich-
ardson, 1993). Within the present version of our method,
we included a cubic Spline as an option to try to model the
sum of the true background and the amorphous compo-
nent. It is an empirical option for eliminating the effect of
the amorphous component or at least to minimize it.
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Optimization of Parameters during Fitting

Parameter optimization tries to minimize the deviation of
the entire modeled distribution (background plus all the
partial models) from the measured one. To avoid confusion
with the special statistical properties of y? we prefer to use
a “goodness-of-fit (GOF)” parameter:

1 Max—channel 1

— (Measured, — Modeled, )?,
n— P k=Min—channel Wx

GOF =

)

where 7 is the number of channels and p is the number of
parameters to fit.

In the current implementation, wy is approximated as
Measured,. Out of the many possible alternative goodness
of fit estimates in use (Young, 1993), our choice corre-
sponds to Young’s S? definition.

As an additional indicator of good agreement between
measured and modeled peak profiles, the Durban-Watson
statistics (dpyy) is also calculated in our method. Its ideal
value is 2.00 (Young, 1993). It measures the correlation be-
tween consecutive points in the residuals and is defined as

2 (Ay; — Ayifl)z
i=2
dpy = N . (3)
> Ay?
i=1

For p parameters to fit, GOF is a function on a
p-dimensional space. The task is to find its global mini-
mum. The problem is to avoid deep, local minima. To
illustrate the seriousness of the problem, we reproduce
Figure 15.1 from Shankland and David (2002) as Figure 3. It
shows a 2D section of a 12-dimensional hyper surface,
which is calculated while searching for the structure of a
molecule from XRD. The flat region of the surface is around
x?* = 1,000, while the deep local minima are approximately
x% = 200. It is a strong indication that solution of such
problems either requires a very good starting estimate, or
the optimization strategy has to have a global character.

In Rietveld refinement by XRD, the initial estimate is
rather well known and the closest minimum is generally the
global one. “However, in the absence of a well-positioned
starting model, standard least-squares refinement simply
locates the closest local minimum and terminates at that
point” (Shankland & David, 2002, p. 254). The two main
classes of global optimization routines are simulated anneal-
ing and genetic algorithms, as tersely introduced in Shank-
land and David (2002). Our selection for optimization is the
downhill-SIMPLEX method (Nelder & Mead, 1965), which
is a “semiglobal” optimization method, i.e., a local opti-
mizer that looks beyond local minima. Zuo and Spence
(1991) also compared different optimization methods while
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Figure 3. A 2D section of a 12-dimensional hyperspace, showing
deep local minima. That hyperspace is explored when the struc-
ture of a molecule is determined from its XRD patterns. Repro-
duced from Figure 15.1 of Shankland and David (2002).

fitting structure factors from CBED. They also found the
SIMPLEX method the most robust (Zuo & Spence, 1991;
Spence, 1993; Zuo, 1993).* Finding the minimum is achieved
by going in the direction of the steepest gradient in the
multidimensional parameter space with variable step size.
As a consequence of this semiglobal nature, each parameter
need only be correct half of its parameter space to find the
true solution. An important property is that the SIMPLEX
only requires function evaluations, not derivatives. It is in
contrast to the needs of the Rietveld method. To optimize
computational time and to avoid infinite loops, two param-
eters are specified prior to fitting, the minimal change in the
GOF parameter (tolerance) and the maximal number of
iteration steps. Restarting the SIMPLEX from the result of a
previous fit also increases the chance to escape from a local
minimum.

First a “Partial Model” is built up for each crystalline
phase, using the parameters, valid in the given iteration step.
It is made of the sum of the peaks of that phase in the given
fitting interval (calculated using relative line intensities,
including texture effects, peak-shapes, and peak-widths).
Then the measured 1D diffracted intensity distribution is
synthesized as a linear combination of the Partial Models.
Because we want the linear combination to be true in all
measured channels of the distribution (within the fitting
interval) and the number of channels is much larger than
the number of phases, the set of equations is very much
overdetermined. The usual mathematical method is applied
to solve the overdetermined set of equations in a least square
sense. The number of equations is reduced, while keeping

*In contrast to that observation, Saunders et al. (1995) and Midgley et al.
(1995) voted for the usage of the quasi-Newton method.

the information content of all equations by forming matrix
a and vector b as

a;;= > PartialModel, (i) - PartialModel,( j),
k

where summation is performed for channels k and

b; = > (MeasuredDistribution, — Background,,)
K
- PartialModel, (7). (4)

The coefficients of the linear combination are obtained
by solving (for vector x) the matrix equation:

ax=>b
using matrix inversion.

The coefficients of this linear combination (x(7)) place
the intensities of the peaks in phase i on an absolute scale.
Iax(7), the intensity, calculated on an absolute scale for the
strongest (100%) diffraction line of phase 7, gives the inten-
sity diffracted by one unit cell (structure factors are calcu-
lated for the atoms of one unit cell). Then x(7)/I,..(7) is the
number of unit cells of phase i in the analyzed volume.
Consequently, the volume extended by phase i in the ana-
lyzed volume is V(i)*x(i)/I . (1), where V(i) is the volume
of the unit cell of phase i. The volume fraction of phase i:

V(i) 20} Ly (i)
S V)2 () Ty i)

(5)

Volume fraction(i) =

The Partial Models are updated in each cycle of the itera-
tion, and the volume fractions are recalculated.

DiscussioN

Interaction of Parameters

Calibration of the diffracted peak positions is not as accu-
rate for SAED as for XRD. That is because both the exact
sample position is difficult to reproduce and the exact
position of the recording medium (film, IP) can also change
slightly. Slight changes in lens currents also change the
camera length. The change in camera length can reach up to
10% (Williams & Carter, 1996), if the condenser currents
are changed within the usual limits. All these can be mini-
mized (down to 0.3%) by a careful procedure, but cannot be
eliminated completely. That is why camera length is always
one of the parameters to refine. Obviously, the same shift
can also be actuated by varying the cell parameters of a
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Figure 4. An example of how the presence of an amorphous
component in the background is approximated empirically and
how the result of the fit is affected. The distribution from
Figure 2b is fitted here with the Spline background shape, which
is included for empirically taking into account the effect of
the amorphous component. Fitting resulted in 51 vol% Cu and
49 vol% Ag.

crystal. Consequently, refinement of all cell parameters is
not recommended. Refinement of one of some selected cell
parameters, however, might be meaningful. For instance,
camera length can be set by the majority phase with larger
grain size (and consequently sharp peaks), and the distor-
tion in the cell parameters of a minority, very small grained
nanocrystalline phase can be refined.

Recorded distributions may also contain some amor-
phous components. The presence of the amorphous peak
(better to say the quality of its approximation in the fitted
background) might also interact with the determined peak
shape of the overlapping crystalline peaks (see Fig. 4). The
present method of Spline fitting to the background takes
this effect into account empirically, but it is a limitation to
the method through the subjective element in selecting the
best background points for fitting. Although the shape is
changed conspicuously by the arbitrary approximation of
the amorphous component, the resulting phase fractions
are only affected within the expected accuracy range of the
method. A more accurate method to determine the amor-
phous component is still to come.

Thermal parameters and the degree of dynamic nature
of the reflections also interact. Both of them vary the
relative peak intensities of the consecutive diffraction lines
of a given phase as a function of the length of the scattering
vector (Q). Because the dependence on Q is not identical for
these two parameters, they can be distinguished in princi-
ple. However, in practice, they may harm each other’s accu-
racy, although the combination of them should provide a
good fit and acceptable phase fractions. Consequently, the
numerical values of the Debye-Waller factors, determined
from SAED, are less reliable than those from XRD.
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Both texture and a shift in an atomic position may
change the relative line intensities. Refinement of atomic
positions should only be attempted on truly random, single
phase, very thin nanocrystalline material, without the pres-
ence of a disturbing amorphous component. (Possibilities
and limitations for refining atomic positions from powder
electron diffraction patterns are not discussed in this article.
They will form the topic of a forthcoming article.)

Sequence of Refining Parameters

The general approach of the method is to keep control of
the stepwise improvement of the parameters by incremen-
tally reducing the tolerance and switching on and off the
individual parameters to fit, while visually following the
agreement between the fitted and the measured distribu-
tions. To facilitate this stepwise improvement, two modes of
the fit are offered. One of them reloads all the selected
parameters with default values, and Marker data are recal-
culated from the structure file in order to either start for the
first time or to get rid of the results of a previous (probably
unsatisfactory) fit. The second mode continues fitting from
the results of the previous fit with either a reduced tolerance
value or with a parameter set, changed between the two
fitting sessions or both. Obviously, if new parameters are
switched on for optimization between two such optimiza-
tion sessions, the new parameters start with default values
and only the previously optimized ones keep their previous
values. It is also possible to keep previously optimized
values for selected parameters (e.g., camera length) but do
not vary them further in the consequent sessions (if we find
it already accurate enough). Residuals are also shown be-
tween the sessions to aid selecting what to change in the
optimization setup for the new session.

It is highly recommended that rough manual calibra-
tion is performed before entering the quantitative fitting
routines. A grossly incorrect starting value for the camera
length may lead to an unpredictable, useless result.

Peak-shapes, peak-widths, and camera length are the
first parameters to fit (at least to a not too demanding
tolerance). Fitting may continue with refinement of thermal
parameters and further improvement of peak parameters
(improved tolerance). If the camera length has been prop-
erly established (with the help of the major phase) and a
minor phase seems to have a modified cell parameter (due
to distortions in the nanocrystalline state), the camera length
may be fixed at the optimized value and (probably one of)
the cell parameter(s) of the minor phase can be selected for
refinement. However, results of such options (new cell pa-
rameters) must be handled even more cautiously than other
aspects of the results.

Default values for the individual parameters are esti-
mated prior to the first optimization cycle. These starting
estimates are based on the following procedures:

The absolute intensities of the diffracted peaks are
automatically estimated from a Wilson-plot (Wilson, 1942).
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Integral intensities in preselected intervals of Q are com-
pared to the calculated sum of line intensities in that range.
The borders of such intervals are also located automatically,
examining minima and maxima in the measured distribu-
tion. Because these starting estimates are not too critical for
the convergence, no attempt is made here to correct for
peak overlaps. This is correctly done in the next cycles.

Starting estimate of peak-widths is deduced from the
most intense peak of the given phase. The maximum, close
to the nominal peak position, is located, and the minima,
closest to it on both flanks, are also identified. A single peak
is fitted within the interval between these minima, to the
top third of the intensity distribution. In the absence of
strong overlaps, that starting estimate is not bad. It is
improved quickly in the next cycles of iteration, when the
parameter space is explored by the SIMPLEX.

Effect of Energy Filtering

The effect of energy filtering is only to remove the inelasti-
cally scattered component. That component mainly influ-
ences the (empirically fitted) background, so it is not affecting
our phase analysis too much. (That situation is in contrast
to that which is experienced during the determination of
the short range order from amorphous samples (Lébar
et al., 2003).)

CONCLUSIONS

A method is presented that can determine both phase
fractions and texture (in special patterns) of the nanocrys-
talline phases present in a thin film sample, measured by
electron diffraction in a TEM. The applicable range of grain
size (and film thickness) is extended to 10-30 nm by incor-
porating the Blackman correction for dynamic effects.
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