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> To Evelyn who even read it
. . . nevertheless, I believe that in considering these things more closely the reader will soon see that it is not a question only of simple games but that the foundation is being laid for interesting and deep speculations.
-Huygens, 1657

## Preface to the Revised Edition

I have been asked from time to time over several years by Professor A. W. Tucker whether I intended to do something further with the STRATEGKST. Inasmuch as each query was voiced as if he had never asked before, I was able for some time to use the same economical answer, "No." However, it came to me recently that he may have been trying, gently, to tell me something, so I changed my answer to, "Why?" It turned out that the STRATEGYST was, in an important particular, obsolete.

The important particular is the existence of what I shall call simply the pivot method, a general method for solving matrix games, and one which contrasts strongly with the collection of piecemeal methods used in the STRATEGYST. The method is a natural-almost an ex-pected-consequence of the intensive development and convergence of the fields of game theory and linear programming, both pursued so assiduously since the mid-1940's, especially by groups at Professor Tucker's institution and at mine, Princeton University and The RAND Corporation. It is an outgrowth of the Simplex Method of my former colleague, Professor G. B. Dantzig, now of the University of California at Berkeley. Many distinguished mathematicians have contributed to the development, but the present format is essentially that of Professor Tucker, who has developed a combinatorial linear algebra of great generality and power. It deals in a unified way with many phenomena, including matrix games and linear programs. However, for the benefit of lay readers in the field of matrix games, who need simple arithmetic procedures, I have taken a step backward from theoretic unity-and elegance-by requiring that matrix elements be non-negative. The connections between the methods used early in the book with those of Chapter 6 are established by Tucker in "Solving a Matrix Game by Linear Programming" (IBM Fournal of Research and Development, vol. 4, no. 5, 1960, pp. 507-517).

The existence of the method created a problem for the writer: The organization of the STRATEGYST was dictated by the methods of solution used. Ideally, the book should be entirely rewritten, but I was not prepared to do that. On the other hand, it still had much to offer the novice, it seemed to me, so I decided simply to put the new ma-
terial in a new chapter, Chapter 6, at the end, and to hope that the reader would not be too upset by the organizational blemish. When he reaches the larger games-certainly when he reaches $4 \times 4$ games -he should turn to Chapter 6 and become familiar with the method set forth there.

I am again indebted to my associates for aid and education. M. E. Dresher, L. S. Shapley, A. W. Tucker, and P. Wolfe have read the new material critically and brightened dark corners of my mind in discussions of the pivot process.

I did not acknowledge in the Preface to the First Edition the tactful editorial assistance of Dorothy Stewart because she did her work after I had finished mine. I do so now, and repeat it for the present edition. Patricia Renfer has patiently prepared the manuscript, no matter how often I have torn it up.

The history of the book since its publication in 1954 may be of interest to a few of its readers. There has been a modest but persistent call for it -pleasing to the writer and astonishing, I believe, to the publisher -met by ten printings. Though not designed as a textbook, it is sometimes used as one-currently in nine colleges and universities, and it is a supplementary reading item in others. A French edition appeared in 1956, a Swedish edition in 1957, and a Russian edition in 1960. The publisher has arranged for Czech, Dutch, Japanese, Polish, and Spanish versions as well.

Some early printings were marred by an error, which came to light when the Swedish translator, Bjorn V. Tell, invited me to explain Example 13; I soon decided it would be easier to construct a new example than to construct a world in which the old one would look reasonable. I am grateful to Mr. Tell. The translator of the French edition, Mme. Mesnage, deleted from Example 12 my lighthearted speculation that Russian roulette might be a Good Thing as the Party sport. The Russian translator, Golubev-Novozhilov, renamed it American roulette, changed my cast of characters from Muscovite guards to United States Air Force types, and expressed the hope that I could tolerate having the wit turned against me. I sense at least one kindred spirit behind the Iron Curtain.
J. D. Williams

## Preface to the First Edition

This book was conceived during a discussion among a group of persons who have been concerned for some years with the dual problems of the development and application of the Theory of Games of Strategy. While their immediate and primary interest has been applications pertinent to military affairs-particularly to those of the Air Forcetheir tangential interests in these problems are broad, practically without limit.

The sense of the discussion was that the activity, Game Theory, would benefit from having more persons informed regarding its nature; and that the knowledge would benefit the persons, of course. At the present time, this knowledge is mostly held by the tight professional group which has been developing the subject. Another, and larger, group has heard of it and comprehends, often dimly, its scope and character; the members of this group must usually accept, or reject, the ideas on the basis of insufficient knowledge. So it was felt to be worth while to try to bridge the gap between the priestly mathematical activity of the professional scientist and the necessarily blind reaction of the intelligent layman who happens not to have acquired a mathematical vocabulary.

Not recognizing that the discussion had reached a reasonable and natural stopping point, the group went on to nominate someone to write the book. After they coursed far and wide, and discussed many fine, though oblivious, candidates, it was anticlimactic to find myself chosen. The qualifications which won, or lost, the election are possibly worth enumerating: (1) I was at hand, and available; it is always immediately evident to research workers that an administrator is available. (2) While associated for some years, sympathetically, with the field of Game Theory, I was a complete ignoramus regarding most of its highly technical aspects; and I would probably not learn enough of these while writing the book to contaminate seriously the message that should be transmitted. (3) I was admirably situated, both organizationally and because of a natural bent to conserve energy, to call freely on my colleagues for aid and counsel; and the thus-shared burden would be more tolerable to all.

My intentions regarding the character of the book-its scope and style, and hence its audience-have changed several times during its production. In the end, it seems that we have produced a primer on Game Theory, for home study. We believe that you can sit down with it and, with the normal difficulties which attend intellectual effort-painful, but not mortal-learn to formulate and solve simple problems according to the principles of Game Theory. This, it seems to us, is itself a somewhat desirable good. The examples, it is hoped, will have a more important effect, for they are intended to touch the imagination; by couching them in terms of a very diverse set of activities, we have tried to encourage you to view some of yours in the light of Game Theory. Other than that, not much can be said for them, as they are frequently thin as to content and somewhat irreverent in tone. Actually, it is difficult to make them simple if not thin; and the tone is at once our insurance against the expert in the field of the example, who knows it is thin, and a device to keep the reader awake.

It turns out that there is nothing here of mathematics beyond arith-metic-extended to encompass negative numbers. That is to say, one needs to know how to add, subtract, multiply, and divide, using positive and negative numbers; usually whole numbers, however. The symbolism of mathematics is gone-a maddening restriction, we found, though self-imposed. Even so, there should be no illusions: Not every-body-even among persons with the desire-is going to be able to formulate and solve difficult problems in this field, for after all it is a very technical subject. But many can learn to handle some problems, and many more can appreciate the possibilities and limitations of the field.

We believe it possible that Game Theory, as it develops-or something like it -may become an important concept and force in many phases of life. To convert this from a possible to a likely event, several things must happen. Of these, one is that the potential user get in and use what is now available, or provide guidance (by suggesting problems) for the development of the theory so that it may eventually be useful to him.

Acknowledgments are very difficult to make, in a satisfactory way. I have shamelessly imposed on all my friends, and particularly on my colleagues, for ideas regarding examples. I have frequently taken these ideas, transposed them to strange settings, and used names similar (in fact, identical) to those of my benefactors to identify the actors. This made a dull writing job interesting; so they all aided me twice over.

However, fear of errors of omission-which are inevitable when one has so many creditors-cannot keep me from trying to record my debts. First of all, extensive manuscripts of M. E. Dresher, of RAND, and of the late J. C. C. McKinsey, formerly of RAND and then of Stanford University, which summarize many scores of papers by our colleagues and others, have been indispensable to my education. I am grateful for specific ideas to R. E. Bellman, R. L. Belzer, N. C. Dalkey, J. M. Danskin, W. H. Fleming, D. R. Fulkerson, Melvin Hausner, Olaf Helmer, S. M. Johnson, Abraham Kaplan, A. M. Mood, E. W. Paxson, E. S. Quade, R. D. Specht, and J. G. Wendel, all of RAND; and also to E. W. Barankin of the University of California, D. H. Blackwell of Howard University, S. C. Kleene of the University of Wisconsin, Oskar Morgenstern and A. W. Tucker of Princeton University, P. M. Morse of the Massachusetts Institute of Technology, R. M. Thrall of the University of Michigan, and C. B. Tompkins of George Washington University.

The following, in addition to some of those mentioned above, have read and commented on the manuscript, many in great detail: Bernard Brodie, G. W. Brown, R. W. Clewett, F. R. Collbohm, G. B. Dantzig, M. M. Flood, O. A. Gross, C. Hastings, Jr., B. W. Haydon, S. P. Jeffries, J. L. Kennedy, J. A. Kershaw, J. S. King, Jr., and R. A. Wagner, all of RAND; and E. F. Beckenbach of the University of California, Major General G. R. Cook, U.S. Army (ret.), C. F. Mosteller of Harvard University, and (probably) others. Dr. Dresher and Miss Wagner very kindly prepared the index. Miss Ruth Burns took the manuscript through several typed and vellum editions with improbable speed and accuracy.

I owe a very special debt to Warren Weaver of the Rockefeller Foundation, who was driven, by friendship and by interest in the topic, to read it very hard. His single-minded insistence on clarity of exposition was always of great value and sometimes a nuisance-especially in instances where his style and skill were better suited than my own to the problem of achieving clarity.

The RAND Corporation permitted me to rearrange my duties, which made it possible to write the book.

It is probably self-evident that when the author of so small a book owes so much to so many, the only things he can truly claim as his own are its faults. In this situation the 'compleat strategyst' would immediately form a coalition with Nature, and share these with Her.
J. D. Williams
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## The Compleat Strategyst

## CHAPTER 1

## Introduction

## NATURE OF THE SUBJECT

It is all too clear at this moment that there are many ways for a book to begin; and most of those in plain sight are transparently bad. We are tantalized by the thought that somewhere among them may lie hidden a few having such noble qualities as these: The readers are in-formed-perhaps without suspecting it, though in the clearest proseof what the writer intends to discuss; yet at the same time, it sounds like the Lorelei calling. Whereupon these readers resolve into two groups: The first, a large and happy family really, will stick to the book to the end, even though unimagined adversities impend. Further, this group will always think and speak kindly of it, and will doubtless have at least one copy in every room. The second group is most briefly described by stating that it differs from the first; but the book acts immediately as a soporific on all unpleasant passions, so, as it is sleepily laid aside, the sole lasting impression is that of a good gift suggestion.


If we could devise an opening strategy such as that, it would wonderfully exemplify the theme and aims of the book, for our concern throughout will be with a method for selecting best strategies, even in contexts where the word 'strategy' itself may not be in common use.

The contexts of interest to us are those in which people are at crosspurposes: in short, conflict situations. The problem of how to begin this book is recognizably of that type, for certainly you and the writer are at cross-purposes, as our interests are opposed-in a polite way, of course, but definitely opposed. For we hope to cozen you into a very difficult type of intellectual activity, while you, a reasonable person with enough troubles already, may crave only relaxation or satisfaction of curiosity. This conflict of interests is essential in the situations we shall study.

Another element is also essential and it is present here too: Each of us can exert some control over the situation. Many ways will occur to you: for one, you may throw the book at the cat, thus irritating both the writer and the cat,

but at some cost in property, perhaps some in self-respect, and undoubtedly some in deteriorated relations with the cat. Or you may skim the hard parts, and so on. There are aspects within the control of the writer, too, such as the choice and treatment of content-but it is not necessary to labor the point. And a further characteristic element appears: Some aspects of the situation are not within the control of either of us; for example, a multitude of events in our pasts and extraneous influences during the writing and reading periods will play important roles. Of course this particular problem, of beginning the book in a really optimum way, has a further characteristic which we shall henceforth shun, namely, it is too hard-else we should have solved it.

The restrictions on the subject matter being so few and mild, it follows that the set of conflict situations we are willing to consider is most
notable for its catholicity. There is no objection, in principle, to considering an H -bomb contest between Mars and Earth, or a love affair of the Barrett-Browning type. The contest may be economic in character, or it may be Musical Chairs. Or it may be almost any one of the myriad activities which take place during conventional war. It doesn't follow that we have a nostrum for strategic ills in all these fields, but there is a possibility that our offering may as a method, perform useful service in any of them.

The method which will be presented is identified by the catch phrase Game Theory or, time permitting, the Theory of Games of Strategy. If
 this is your first encounter with that unlikely sequence of nouns, the sole reaction is probably: Why? Well, the idea takes its name from the circumstance that the study of games is a useful and usable starting point in the study of strategy. That does not really help, for again we hear: Why? Well, because games contain many of the ingredients common to all conflicts, and they are relatively amenable to description and to study. (Incidentally, having used the word 'game' to name the theory, we then call any conflict a game when we are considering it in the light of the theory.)

To illustrate the point, let us run our minds over a Poker game, keeping watch for items which are significant in, say, a military conflict. You and four others are thus studying human nature, under a system of rewards, you hope. We note at once that the players have opposing interests; each wants to win and, because the winnings of one are necessarily the losses of another, their interests are opposed. This provides the basis of conflict. We observe too that some elements of the action, being personal choices, are completely within your control. And the same being true for each player, there are elements which are not within your control; worse, they are controlled by minds having interests inimical to yours. Finally, there are elements of the game that are
not, under the rules, within the control of any player, such as the order of the cards in the deck. These elements may be thought of as being controlled by Nature-who has a massively stable personality, a somewhat puckish attitude toward your important affairs, but who bears you no conscious malice. These are all surely familiar aspects of any conflict situation.


Another characteristic is that the state of information-intelligence, in the military sense-is a factor, and, as usual, is an imperfect and hence troublesome factor: We don't know what the other fellow's hole card is. There is also the bluff by which you, or the opposition, give false evidence regarding intentions or strength of forces. Other similarities will occur to you; people even get killed, occasionally.

But the analogy should not be pushed too far. You can think of.many aspects of warfare which are not reflected in Poker. One tank will sometimes kill two tanks, in a showdown; whereas a pair of Jacks always wins over an Ace-high hand in the showdown. Of course Poker could be modified to make it contain showdown possibilities of this kind, say by ruling that an Ace is superior to any pair, up to Jacks, whenever anybody's wife phones during the play of a hand. But the fact is that games don't exhibit all the complexities of warfare and of other reallife conflict situations-which is precisely why they are usable starting points for a study of strategy. In the early stages of developing a theory
it just is not possible simultaneously to handle very many interacting factors.

It is probably clear, then, that games do contain some of the basic elements that are present in almost any interesting conflict situation. Does it follow that we can learn useful things by beginning a study with them? Not necessarily. It may be that military, economic, and social situations are just basically too complicated to be approached through game concepts. This possibility gains credence from the fact that the body of Game doctrine now in existence is not even able to cope with full-blown real games; rather, we are restricted at present to very simple real games, and to watered-down versions of complicated ones, such as Poker.

It may be baffling then that someone devotes valuable energy to the study and development of Game Theory-and, moreover, expects you to participate! The reason it is done is in part an act of hope and of faith, stemming from past successes. For the invention of deliberately oversimplified theories is one of the major techniques of science, particularly of the 'exact' sciences, which make extensive use of mathematical analysis. If the biophysicist can usefully employ simplified models of the cell and the cosmologist simplified models of the universe, then we can reasonably expect that simplified games may prove to be useful models for more complicated conflicts.

Of course the mortality among such theories is higher than any military organization would tolerate in its activities, and those that are successful are not really immortal; the best that can be expected of one is that it be adequate for certain limited purposes, and for its day.


## AN HISTORICAL THEORY

It may be useful to examine one successful scientific abstraction, to see what it is like and for the sake of the hints it may give us. We choose one which is surely an example of heroic oversimplification.

Let us assume that we may, in order to study their motions, replace each of the major bodies of the Solar System by a point; that each point has a mass equal to that of the body it replaces; that each pair of points experiences a mutual attraction; that we may estimate the attractive force by multiplying the mass of one point by the mass of the other, after which we divide that product by the square of the distance between the points; that we may neglect all else; and that it isn't patently stupid to consider this theory, else we would never get started.

The fact is that this theory, the Theory of Gravitation, has been adequate for predicting the motions of the planets for two and one-half centuries-and this in the face of constant checking by positional astronomers, who, it can fairly be said, carry precision to extremes. The worst strain has come from the orbit of Mercury, which unaccountably drifted from the predicted place by one-fifth of a mil (a foot, at a distance of a mile) per century, thus showing that the theory is rough after all, just as it looks. The improved theory, by Einstein, accounts for this discordance.


The elements of the theory stated above of course did not just float into a mind dazed by a blow from an apple. There was much information at hand regarding the actual behavior of the planets, thanks largely to Tycho Brahe, and a wearisome mess it was. Kepler finally grubbed out of it a few rules of thumb; with these, and with a lift from
a new mathematical invention (the Calculus), Newton soon afterward hit upon the above abstraction. He had the misfortune to try it immediately on the Moon, which cost him years of happiness with his theory, for the data were seriously in error.

This example contains several lessons for us. One is that theories may be very simple, while the phenomena they model do not appear simple. Anybody who supposes that planetary motions are quite simple has never had the responsibility for predicting them; the ancients had good reason to name them the Wanderers. Another lesson is that a theory can be very general, being applicable to a wide variety of phenomena, without being sterile; the Theory of Gravitation is even more general than stated above, for it applies to all mass particles, not just to the major bodies of the Solar System. Another lesson is that theories often or usually are imperfect, though the one used as an example is embarrassingly good. Another-and this is a very important one-is that the theory covers only one of the interesting factors which may affect the motion of bodies; one, moreover, that is frequently negligible. For example, the gravitational attraction between two airplanes flying a tight formation is equivalent to the weight of a cigarette ash, perhaps a sixteenth of an inch long.

Still another lesson concerns the importance of having some relevant data. In this respect Newton was somewhat better off than we are-we who are trying to do abstraction in such a field as conflict. For most of the data we have on man relate to the individual -his physical and mental composition, health, ability, etc.-and, to a lesser extent, to the gross characteristics of the social group. The interactions between men, as individuals in a group or between groups, have not been studied on anything approaching the scale needed; and these interactions are the stuff which constitutes conflict.

Another lesson, or at least a suggestive note, is the fact that Newton almost simultaneously developed the Theory of Gravitation and a new branch of mathematics--the Calculus; and the theory would have been practically unusable without it. In fact the Calculus has played a dominant role in all physical science for a quarter of a millennium. It is provocative to speculate on whether Game Theory will develop a new mathematical discipline destined for a comparable role in analyzing the interactions of men. It is much too early to conjecture that it will; so far, there has been little that is recognizable as brand new, and much that is recognizable as borrowings from established branches. But it
may happen, and perhaps even it must happen if the application of the method is to reach full flower. It is at least interesting that the original development of Game Theory is the work of one of the really great mathematicians and versatile minds of our day-John von Neumann.*

Game Theory is very similar in spirit to the Theory of Gravitation. Both attempt to treat broad classes of events according to abstract models. Neither tries to model all the complexities present in any situation. One of them, to the extent it is applicable to animal activity, concerns itself with some of the involuntary actions; thus the Theory of Gravitation can answer superbly all questions regarding the gross motions of a pilot, alone at 40,000 feet, who is unencumbered by aircraft, parachute, or other device. Game Theory, on the other hand, would be more interested in the strategy by which he achieved all this and with questions regarding its optimality among alternative strategies; it, therefore, enters the region of decisions and free will.

This comparison with Gravitation Theory will be unfortunate if it seems to imply comparable utility and (in a loose sense) validity-not to say social standing-for the two theories. The one is mature and comfortably established as a useful approximation to Nature, whereas the other is a lusty infant, which may be taken by a plague or which may grow up to great importance, but which is now capable only of scattered contributions. As an infant, it is proper for it to be a little noisy.

Having permited you to sense the galling bit of mathematics that will come (i.e., 'bit' as in the horse), we hasten to assure you that the approach we shall use is that of the primer, strictly, which means (you will recall) an elementary book for practice in spelling, and the like. We assume explicitly that you are not trained in mathematics beyond rudimentary arithmetic. In fact, if this is not true, simple charity requires that you close the book.

## SECTARIAN REMARKS ON METHOD

It is sometimes felt that when phenomena include men, it is tremendously more difficult to theorize successfully; and our relative backwardness in these matters seems to confirm this. However, part

[^0]of the so-far minor effort made in this direction has been dissipated against hand-wringing protestations that it is too hard to do. Some of the impetus toward simple theory-simple theory being a few axioms and a few rules for operating on them, the whole being more or less quantitative-has come from amateurs; physical scientists, usually. These are often viewed by the professional students of man as precocious children who, not appreciating the true complexity of man and his works, wander in in wide-eyed innocence, expecting that their toy weapons will slay live dragons just as well as they did inanimate ones. Since Game Theorists are obviously children of this ilk, you doubtless anticipate that we shall now make some reassuring sounds, probably at the expense of the professionals, else we should not have raised the subject. If you do so anticipate, this shows how easy it really is, for it establishes you as a promising student of man, too!

The motive force that propels the Game Theorist isn't necessarily his ignorance of the true complexity of man-involved conflict situations; for he would almost surely try to theorize if he were not so ignorant. We believe, rather, that his confidence-better, his temerity-stems from the knowledge that he and his methods were completely outclassed by the problems of the inanimate world. He could not begin to comprehend them when he looked at them microscopically and, simultaneously, with a wide field of view; the quantity of detail and the complexity of its organization were overpowering. So, since he has had some success in that field, he suspects that sheer quantity and complexity cannot completely vitiate his techniques.

He is also aware that his successes occur spottily, so that his knowledge is much less complete than the uninitiated suspect-the uninitiated including of course those who believe the animate field must be vastly harder than the inanimate because the latter has been done so well (!). For example, modern physicists have only the foggiest notions about some atomic constituents-though they designed successful A-bombs. Their favorite particle, the electron, is shrouded in ignorance; such elementary information as where-is-it and, simultaneously, where-is-it-going is not known-worse, they have decided this information is in a strict sense forever unknowable. The mathematicians are likewise a puny breed. Item: after centuries of effort, they still don't know the minimum number of colors needed to paint a map (so that adjacent countries will not have the same color); it's fair to add that they suspect the number is four, but they haven't proved it.

Within the last hundred years, the physical scientists have added a

new arrow to their quiver, one which has played only the role of minor weapon in most of their campaigns so far, namely, mathematical statistics. They are now beginning to find more important uses for it, and there is a good prospect that it will become an increasingly important tool in the animate field; Game Theory has many points of contact with it. An early demonstration of its power, and a harbinger of its range of utility, was its success in accounting for the distribution (over the years) of deaths in Prussian Army Corps due to kicks from horses.* If you protest that horses are more predictable than men, we counter confidently with the assertion that the method is just as applicable to the distribution of horses kicked to death by Prussians. Of course the

[^1]| Deaths | Occurrences <br> Observed | Occurrences <br> Computed |
| :---: | :---: | :---: |
| 0 | 109 | 109 |
| 1 | 65 | 66 |
| 2 | 22 | 20 |
| 3 | 3 | 4 |
| 4 | 1 | 1 |

The computed values are derived from one bit of observed information, namely, that the fatalities average about one every twenty months, and from a statistical theory that is particularly applicable to rare events.
whole field of insurance is an example of statistical theory applied to some aspects of human affairs; the balance sheets of the insurance companies bear eloquent testimony to its success. Humans are not completely unpredictable.


So what are reasonable expectations for us to hold regarding Game Theory? It is certainly much too simple a theory to blanket all aspects of interest in any military, economic, or social situation. On the other hand, it is sufficiently general to justify the expectation that it will illumine certain critical aspects of many interesting conflict situations.

There are at present some important things to be done. One is to develop further the theory itself, so that more difficult and more varied problems can be solved; this task falls to the scientists. Another is to find situations to which existing theory can profitably be applied; one purpose of this book is to increase the number of persons who, by knowing the rudiments of the theory, can suggest applications to problems selected from those they encounter. (Those who hang on far enough will be able to formulate and solve simple problems for themselves.) Another task is the collection of data in the field of human interaction, to improve the bases of abstraction.

## PLAYERS AND PERSONS

Now to Game Theory itself. We shall begin by looking at Stud Poker, and we shall look just long enough to introduce some concepts and terminology that will be used throughout the book. You and four
others are still sitting there, with a deck of cards, some money or other valuables, and an agreed-on set of rules that covers all contingencies. The rules govern how the cards are to be doled out, who may bet and when, how the various hands are to be judged in the showdown, and what happens to the pot.

One of the obvious things about this situation is that it is a fiveperson game. But this may be more obvious than true; for perhaps two of the players formed a coalition, in advance of the game, in which they agreed to pool their winnings or losses. If they did so, it is reasonable to suppose that they will play for their common good whenever circumstances permit it. Thus if one member of the coalition believes his partner has a good chance of winning a particular hand, he should take whatever action he can toward the common good. If only three hands are active, perhaps he should fold so that the burden of calling falls on the outsider, or perhaps he should raise the bet in order to increase the pot, even though he knows his cards cannot win the hand. In short, the members of the coalition will behave as much like a single individual, with two heads, as they can.

In the case where two players have formed a coalition, it is evident that it may be fruitful to consider it as a four-person, rather than as a five-person, game. Thus we come to believe it is significant to count the number of sets of opposing interests around the table, rather than the bodies. According to this principle, Bridge is classed as a two-person game, because there are only two sets of interests when the partners are permanent. You will note that the words 'person' and 'player,' as we use them, cover legal persons and organizations, as well as natural persons.

Again, you may prefer to regard the Poker game as a two-person game in which you are one of the players and the other four individuals are the other player. If they do not look at it the way you do, they will gain no advantage from the association you have imagined for them, and you will suffer no loss from it; it is as though they constitute a coalition with weak internal communications, or some other malady which makes it ineffective.

This is one of the fundamental distinctions in Game Theory, namely, the number of persons-distinct sets of interests-that are present in the game. The form of analysis and the entire character of the situation depend on this number. There are three values, for the number of persons, which have special significance: one, two, and more-than-two.

Solitaire is an example of a one-person game when played for recrea-
tion, for your interests are the only ones present. Even if you buy the deck for, say, $\$ 1$ a card from somebody who is willing to pay you, perhaps, $\$ 5$ a card for all cards transferred to the payoff piles, the case is the same: only chance events must be countered, and not the moves of a responsive human adversary. One-person games are uninteresting, from the Game Theory point of view, and therefore are not really studied here. Their solution is quite straightforward, conceptually: You simply select the course of action that yields the most and do it. If there are chance elements, you select the action which yields the most on the average, and do it. You may complain that we are glossing over an awful lot of practical difficulties; and that's right.

However, one-person games (including Solitaire) may be regarded as a special kind of two-person game in which you are one of the players and Nature is the other. This may be a useful viewpoint even if you don't believe that Nature is a malignant Being who seeks to undo you. For example, you may not know enough about Nature's habits to select the course which will yield the most on the average. Or it may happen that you know the kinds of behavior open to Nature, but know little about the frequency with which She uses them. In this case Game Theory does have something to say; it will lead you to conservative play, as we shall see later.

The true two-person game is very interesting. It occurs frequently and its solution is often within our present means, both conceptual and technological. This is the common conflict situation. You have an opponent who, you must assume, is intelligent and trying to undo you. If you choose a course of action which appears favorable, he may discover your plans and set a trap which capitalizes on the particular choice you have made. Many situations which are not strictly twoperson games may be treated as if they were; the five-man Poker game was an example of this, where you could assign the interests present at the table to two 'persons,' yourself and everybody-not-you. Most of the work done to date in Game Theory deals with the two-person game.

When the number of distinct persons, i.e., sets of interests, exceeds two, qualitatively new things enter. The principal new factor is that the identities of the persons may change in the course of the game, as temporary coalitions are formed and broken; or certain players may form what is in effect a permanent partial coalition in some area of action where they conceive it to be beneficial. This could happen in the Poker
game and would compromise our treatment of it as a two-person game, as proposed earlier. For example, you might wish to team up with others, informally but effectively, to act against a heavy winner; you might be motivated by fear that he would leave the game taking most of the cash with him, or you might prefer to see more of it in the hands of a weaker player. Our understanding of games that involve more than two persons is less complete at present than for two-person games, and the subject is rather complicated; in fact, it lies beyond the modest limits of this book.


## THE PAYOFF

We have indicated that the number of persons involved is one of the important criteria for classifying and studying games, 'person' meaning a distinct set of interests. Another criterion has to do with the payoff: What happens at the end of the game? Say at the end of the hand in Poker? Well, in Poker there is usually just an exchange of assets. If there are two persons, say you (Blue) and we (Red), then if you should win $\$ 10$, we would lose $\$ 10$. In other words,

$$
\text { Blue winnings }=\text { Red losses }
$$

or, stated otherwise,

$$
\text { Blue winnings }- \text { Red losses }=0
$$

We may also write it as

$$
\text { Blue payoff }+ \text { Red payoff }=\$ 10-\$ 10=0
$$

by adopting the convention that winnings are positive numbers and that losses are negative numbers.

It needn't have turned out just that way; i.e., that the sum of the payoffs is zero. For instance, if the person who wins the pot has to con-
tribute 10 per cent toward the drinks and other incidentals, as to the cop on the corner, then the sum of the payoffs is not zero; in fact

$$
\text { Blue payoff }+ \text { Red payoff }=\$ 9-\$ 10=-\$ 1
$$

The above two cases illustrate a fundamental distinction among games: It is important to know whether or not the sum of the payoffs, counting winnings as positive and losses as negative, to all players is zero. If it is, the game is known as a zero-sum game. If it is not, the game is known (mathematicians are not very imaginative at times) as a non-zero-sum game. The importance of the distinction is easy to see: In the zero-sum case, we are dealing with a good, clean, closed system; the two players and the valuables are locked in the room. It will require a certain effort to specify and to analyze such a game. On the other hand, the non-zero-sum game contains all the difficulties of the zero-sum game, plus additional troubles due to the need to incorporate new factors. This can be appreciated by noting that we can restore the situation by adding a fictitious player-Nature again, say, or the cop. Then we have

Blue payoff $=\$ 9$
Red payoff $=-\$ 10$
Cop payoff $=\$ 1$
so now
Blue payoff + Red payoff + Cop payoff $=\$ 9-\$ 10+\$ 1=0$

which is a three-person zero-sum game, of sorts, where the third player has some of the characteristics of a millstone around the neck. But recall that we don't like three-person games so well as we do two-person games, because they contain the vagaries of coalitions. So non-zero-sum games offer real difficulties not present in zero-sum games, particularly if the latter are two-person games.

Parlor games, such as Poker, Bridge, and Chess, are usually zerosum games, and many other conflict situations may be treated as if they were. Most of the development of Game Theory to date has been on this type of game. Some work on non-zero-sum games has been done, and more is in progress, but the subject is beyond our scope. A troublesome case of particular interest is the two-person game in which the nominally equal payoffs differ in utility to the players; this situation occurs often even in parlor games.

## STRATEGIES

Just as the word 'person' has a meaning in Game Theory somewhat different from everyday usage, the word 'strategy' does too. This word, as used in its everyday sense, carries the connotation of a particularly skillful or adroit plan, whereas in Game Theory it designates any complete plan. A strategy is a plan so complete that it cannot be upset by enemy action or $\mathcal{N}$ ature; for everything that the enemy or Nature may choose to do, together with a set of possible actions for yourself, is just part of the description of the strategy.

So the strategy of Game Theory differs in two important respects from the conventional meaning: It must be utterly complete, and it may be utterly bad; for nothing is required of it except completeness. Thus, in Poker, all strategies must make provision for your being dealt a Royal Flush in Spades, and some of them will require that you fold instantly. The latter are not very glamorous strategies, but they are still strategies-after all, a Bridge player once bid 7 No-Trump while holding 13 Spades. In a game which is completely amenable to analysis, we are able-conceptually, if not actually-to foresee all eventualities and hence are able to catalogue all possible strategies.

We are now able to mention still another criterion according to which games may be classified for study, namely, the number of strategies available to each player. Thus, if Blue and Red are the players,

Blue may have three strategies and Red may have five; this would be called a $3 \times 5$ game (read 'three-by-five game').

When the number of players was discussed, you will recall that certain numbers-namely, one, two, and more-than-two-were especially significant. Similarly, there are critical values in the number of strategies; and it turns out to be important to distinguish two major categories. In the first are games in which the player having the greatest number of strategies still has a finite number; this means that he can count them, and finish the task within some time limit. The second major category is that in which at least one player has infinitely many strategies, or, if the word 'infinitely' disturbs you, in which at least one player has a number of strategies which is larger than any definite number you can name. (This, incidentally, is just precisely what 'infinitely large' means to a mathematician.)

While infinite games (as the latter are called) cover many interesting and useful applications, the theory of such games is difficult. 'Difficult' here means that there are at least some problems the mathematician doesn't know how to solve, and further that we don't know how to present any of it within the friendly pedagogical limits of this book; such games require mathematics at the level of the Calculus and beyondmostly beyond. Therefore we here resolve to confine our attention to finite games.

We shall find it convenient, in later chapters, to distinguish three cases among finite games: namely, those in which the player having the least number of strategies has exactly two, exactly three, or more-than-three. In addition, considerations of labor, fatigue, and the better life will cause us to develop a rather special attitude toward games having more than about ten strategies.

## THE GAME MATRIX

We are now in a position to complete the description of games, i.e., conflict situations, in the form required for Game Theory analysis. We will freely invoke all the restrictions developed so far, so as to aim the description directly at the class of games which will be studied throughout the book. Hence our remarks will primarily apply to finite, zero-sum, two-person games.

The players are Blue and Red. Each has several potential strategies
which we assume are known; let them be numbered just for identification. Blue's strategies will then bear names, such as Blue 1, Blue 2, and so on; perhaps, in a specific case, up to Blue 9; and Red's might range from Red 1 through Red 5. We would call this a nine-by-five game and write it as ' $9 \times 5$ game.' Just to demonstrate that it is possible to have a $9 \times 5$ game, we shall state one (or enough of it to make the point). Consider a game played on this road map:


The rules require that Blue travel from $B$ to $R$, along the above system of roads, without returning to $B$ or using the same segment twice during the trip. The rules are different for Red, who must travel from $R$ to $B$, always moving toward the west. Perhaps Blue doesn't want to meet Red, and has fewer inhibitions about behavior. You may verify that there are nine routes for Blue and five for Red.*

[^2]The rules must also contain information from which we can determine what happens at the end of any play of the game: What is the payoff when, say, Blue uses the strategy Blue 7 (the northern route, perhaps) and Red uses Red 3 (the southern route, perhaps)? There will be $9 \times 5=45$ of these pairs and hence that number of possible values for the payoff; and these must be known. Whatever the values are, it is surely possible to arrange the information on this kind of bookkeeping form:


Such an array of boxes, each containing a payoff number, is called a game matrix. We shall adopt the convention that a positive number in
the matrix represents a gain for Blue and hence a loss for Red, and vice versa. Thus if two of the values in the game matrix are 3 and -8 , as shown here,

Red

the meaning is: When Blue uses Blue 6 and Red uses Red 4 , Blue wins 3 units, whereas when Blue 2 is used vs. Red 2, Red wins 8 units.

When the original problem has been brought to this form, a Game Theory analysis may begin, for all the relevant information is represented in the descriptions of the strategies whose signatures border the matrix and in the payoff boxes. This is the Game Theory model of the conflict, and the applicability of the subsequent analysis will depend completely on the adequacy of this form of representation - a set of strategies and a payoff matrix.

## IMPLICIT ASSUMPTIONS

Perhaps the last statement should be expanded. We narrow our attention for a moment to two complicated objects: One is the real conflict situation in which Blue and Red are involved. This includes the rules, regulations, taboos, or whatnots that are really operative; it in-
cludes the true motives of the players, the geography, and in fact everything that is significant to the actual game. The second object is also real, but it is much more simple: It is the rules we have written, the strategies we have enumerated and described on paper, and the game matrix we have written. There is a relationship-a significant one, we trust-between these two objects. The second object-the marks on paper-is an abstraction from the first. We can discover some nonobvious properties of this second object by making a Game Theory analysis, and these properties may have some validity in connection with the first object-the real world game. It will all depend on the adequacy of the abstraction.

The principal topic of this book will be discussion of how Game Theory operates on the second object, the abstract model. The difficulties and questions that will come up in that discussion will be, principally, technical ones, rather than conceptual ones. They will be questions of ingenuity in handling difficult mathematical problems or of devices to avoid outrageous labor; in general, just high-class crank turning. We should recognize, before passing to this relatively comfortable pastime, that all is now easy because we have already glided over many of the real difficulties, namely, the conceptual ones.

One of the conceptual problems, a critical point in Game Theory so far as its application to real-life conflict situations is concerned, is reached when we try to fill in the boxes with the values of the payoff. While there will be individual cases in which the requirements are less severe, in general we have to assume that the payoff can, in principle, be measured numerically; that we in fact know how to measure it; and that we do measure it, with sufficient accuracy. Further, the units of measurement must be the same in all boxes, and the units must be simple, dimensionally; that is to say, we are not prepared to cope with dollars in one box, grams of uranium in another, and lives in anotherunless of course we happen to know exchange ratios between these items and can eliminate the heterogeneity of units of measurement. If the payoff in each box contains several numbers representing disparate items-which may be some dollars, some uranium, and some lives, say-we are still in trouble, except in special cases. This difficulty can arise in ordinary games; consider, for example, a two-person game between master players; the stakes may be sums of money and prestige. Unless we are prepared to adopt an exchange ratio between prestige and money, our analysis is likely to be in trouble.

Another conceptual difficulty in connection with real problems is that of defining the problem sufficiently crisply, so that the action alternatives available to the players may be completely itemized; and to do this without isolating the problem from the important influences of its original environment.

Other hazards will be pointed out from time to time in later chapters, as the discussion veers by an occasional rock. There will be some things to note on the other side of the question, too; for the model need not be an exact replica of the real-life situation in order to be useful. We shall see that there is sometimes considerable latitude in these matters.

## THE CRITERION

A perennial difficulty in modelmaking of the analytical (as opposed to wooden) variety is the illness which might well be known as criterion-trouble. What is the criterion in terms of which the outcome of the game is judged? Or should be judged?

To illustrate the wealth of possible criteria in a homely example, consider a housewife who has $\$ 5$ to spend on meat. What should she buy? If her criterion is simply quantity, she should buy the cheapest kind and measure the payoff in pounds. If it is variety, she should buy minimum, useful quantities of several kinds, beginning with the cheap-

est kinds; she measures the payoff by the number of kinds she buys. Or she may be interested in protein, fat, or calories. She may have to satisfy various side conditions, or work within certain constraints, such as allergies, tastes, or taboos. She may be interested in least total effort, in
which case she may say, "I want five dollars worth of cooked meatthe nearest, of course-and deliver it sometime when you happen to be down our way."

Generally speaking, criterion-trouble is the problem of what to measure and how to base behavior on the measurements. Game Theory has nothing to say on the first topic, but it advocates a very explicit and definite behavior-pattern based on the measurements.

It takes the position that there is a definite way that rational people should behave, if they believe in the game matrix. The notion that there is some way people ought to behave does not refer to an obligation based on law or ethics. Rather it refers to a kind of mathematical morality, or at least frugality, which claims that the sensible object of the player is to gain as much from the game as he can, safely, in the face of a skillful opponent who is pursuing an antithetical goal. This is our model of rational behavior. As with all models, the shoe has to be tried on each time an application comes along to see whether the fit is tolerable; but it is well known in the Military Establishment, for instance, that a lot of ground can be covered in shoes that do not fit perfectly.


Let us follow up the consequences of this model in a zero-sum game, which, you will recall, is a closed system in which assets are merely passed back and forth between the players. It won't affect anything adversely (except Red), and it will simplify the discussion, if we as-
sume for a moment that all payoffs in the game matrix are positive; this means that the strategy options available to the players only affect how many valuables Red must give to Blue at the end of a play of the game; this isn't a fair game for Red, but we will let him suffer for the common weal.

Now the viewpoint in Game Theory is that Blue wishes to act in such a manner that the least number he can win is as great as possible, irrespective of what Red does; this takes care of the safety requirement. Red's comparable desire is to make the greatest number of valuables that he must relinquish as small as possible, irrespective of Blue's action. This philosophy, if held by the players, is sufficient to specify their choices of strategy. If Blue departs from it, he does so at the risk of getting less than he might have received; and if Red departs from it, he may have to pay more than he could have settled for.

The above argument is the central one in Game Theory. There is a way to play every two-person game that will satisfy this criterion. However, as in the case of the housewife buying meat, it is not the only possible criterion; for example, by attributing to the enemy various degrees of ignorance or stupidity, one could devise many others. Since Game Theory does not attribute these attractive qualities to the enemy, it is a conservative theory.

You will note an apparent disparity in the aims of Blue and Red as stated above; Blue's aims are expressed in terms of winning and Red's in terms of losing. This difference is not a real one, as both have precisely the same philosophy. Rather, it is a consequence of our convention regarding the meaning of positive and negative numbers in the game matrix. The adoption of a uniform convention, to the effect that Blue is always the maximizing player and Red the minimizing player, will reduce technical confusion (once it becomes fixed in your mind); but let's not pay for this mnemonic by coming to believe that there is an essential lack of symmetry in the game treatment of Blue and Red.

## EXAMPLE I. THE CAMPERS

It may help to fix these ideas if we give a specific physical realization. When the payoffs are all positive, we may interpret them as the altitudes of points in a mountainous region. The various Blue and Red
strategies then correspond to the latitudes and longitudes of these points.

To supply some actors and motivation for a game, let's suppose that a man and wife-being very specific always helps, so let's name them Ray and Dotty-are planning a camping trip, and that Ray likes high altitudes and Dotty likes low altitudes. The region of interest to them

is crisscrossed by a network of fire divides, or roads, four running in each direction. The campers have agreed to camp at a road junction. They have further agreed that Ray will choose the east-west road and that Dotty will choose the north-south road, which jointly identify the junction. If Game Theory doesn't save them, frustration will kill them.

The junctions on the roads available to Ray have these altitudes (in thousands of feet):

| feet): 1 | 7 | 2 | 5 | 1 |
| :---: | :---: | :---: | :---: | :---: |
| 2 | 2 | 2 | 3 | 4 |
| Ray <br> 3 | 5 | 3 | 4 | 4 |
| 4 | 3 | 2 | 1 | 6 |

Being a reasonable person, who simply wants to make as much as possible out of this affair, he is naturally attracted to the road Ray 1-with junctions at altitudes of 7, 2, 5, and 1-for it alone can get him the 7 -thousand-foot peak. However, he immediately recognizes this kind of thinking as dream stuff; he does not dare undertake a plan which would realize him a great deal if it succeeds, but which would lead to disaster if Dotty is skillful in her choice. Not anticipating that she will choose carelessly, his own interests compel him to ignore the breathtaking peaks; instead, he must attend particularly to the sinks and lows, of one kind and another, which blemish the region. This study leads him finally to the road Ray 3 , which has as attractive a low as the region affords, namely, one at an altitude of 3 thousand feet. By choosing Ray 3 , he can ensure that the camp site will be at least 3 thousand feet up; it will be higher, if Dotty is a little careless.

His wife-as he feared-is just as bright about these matters as he is. The critical altitudes on her roads are listed in the following table:

Dotty

| 1 | 2 | 3 | 4 |
| :---: | :---: | :---: | :---: |
| 7 | 2 | 5 | 1 |
| 2 | 2 | 3 | 4 |
| 5 | 3 | 4 | 4 |
| 3 | 2 | 1 | 6 |

As she examines these, she knows better than to waste time mooning over the deep valleys of Dotty 3 and Dotty 4 , much as she would like
to camp there. Being a realist, she examines the peaks which occur on her roads, determined to choose a road which contains only little ones. She is thus led, finally, to Dotty 2, where a 3-thousand-foot camp site is the worst that can be inflicted on her.

We now note that something in the nature of a coincidence has occurred. Ray has a strategy (Ray 3) which guarantees that the camp site will have an altitude of 3 thousand feet or more, and Dotty has one (Dotty 2) which ensures that it will be 3 thousand feet or less. In other words, either player can get a 3-thousand-foot camp site by his own efforts, in the face of a skillful opponent; and he will do somewhat better than this if his opponent is careless.

When the guaranteed minimum and maximum payoffs of Blue and Red are exactly equal, as they are here, the game is said to have a saddle-point, and the players should use the strategies which correspond to it. If either alone departs from the saddle-point strategy, he will suffer unnecessary loss. If both depart from it, the situation becomes completely fluid and someone will suffer.

Note too this consequence of having a saddle-point: security measures are not strictly necessary. Either Ray or Dotty can openly announce a choice (if it is the proper one), and the other will be unable to exploit the information and force the other beyond the 3-thousandfoot site.

We remarked that the existence of a Game Theory saddle-point is something of a coincidence. Yet it corresponds to a pass or saddle-point in the mountains, and almost any complicated arrangement of mountains will contain many passes. The trick is that a mountain pass must have special features to make it qualify as a Game Theory saddle-point. For one, the road through the pass must run north and south; i.e., this road must lie within the choice of the player who wants to keep the payoffs small. Another feature is that there must be no high ground north or south of the pass. Another is that there must be no low ground east or west of the pass. It is rather reasonable to find qualifications such as these; for after all a mountain pass is a local feature of the terrain, so some additional qualities are needed to ensure that it have the global properties of being best over the entire region.

While we shall always find it worth while to inspect games for saddle-points, the incidence of saddle-points is not very great, in general. In a $4 \times 4$ game, such as the present one, there is about one chance in ten that a matrix of random numbers will have a saddle-point.

In the present instance, the saddle-point can be eliminated by making an apparently minor change in the matrix, at any one of several points. For instance, if the altitude of the junction at the intersection of Ray 4 with Dotty 2 were changed from 2 to 6 , the character of the game would become very different. In that game, i.e., in

Dotty

|  | 1 | 2 | 3 | 4 |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 7 | 2 | 5 | 1 |
| Ray ${ }_{3}$ | 2 | 2 | 3 | 4 |
|  | 5 | 3 | 4 | 4 |
| 4 | 3 | 6 | 1 | 6 |

our elementary deductions regarding choice of strategies break down. If Ray argues as before, he will be led again to the road Ray 3 , which ensures that the came site will be 3 thousand feet up, or higher; but Dotty will be led to Dotty 3 this time, which only guarantees that the camp site will be at 5 thousand feet, or less.
Thus there is a gap, between 3 and 5 thousand feet, in which the sit-
 uation is out of control. Your intuition may suggest that there should be a way to play the game which will close this gap. In fact there is a way; but we must begin our study with simpler situations. In passing, we remark that good play will now require a more elaborate security system than was needed in the case of a saddlepoint. In particular, the players will need to express their choices of stategy simultaneously, or in sealed ballots. What they should write on these ballots is quite a problem.

# Two-strategy Games 

part one: $2 \times 2$-Games

## THEAPPROACH

We shall enter upon the technical ground of game analysis as gently as we can. The $2 \times 2$ game looks like the appropriate lightweight vehicle.

You will recall: we require that the scheme for our game be reduced to a payoff matrix-a rectangular array (possibly square) of numbers, indexed against the various strategies which are available to the players. Conversely, it is rather evident that any rectangular array of numbers may be thought of as the payoff matrix for some game; we can always invent a game which has that payoff matrix. We shall, therefore, attend at times to the properties and implications of specific matrixes, without worrying about the actual games to which they are pertinent. By thus eliminating the substantive material, we shall have an uncluttered view of the technical matters.

We shall always be seeking solutions to games. This means that we shall try to discover which strategy or strategies the players should use and, if more than one is required, how priorities should be assigned; for in any given instance, only one strategy may actually be used. Every game of the type we shall consider does have a solution; i.e., there is a good way to play it and we can find it, if the actual labor happens not to be prohibitive.

We begin by taking simple payoff matrixes, and shall later work our way into nonsimple ones. This chapter will emphasize $2 \times 2$ games, but it will not be confined to them; it will include $2 \times 3$ games, $2 \times 4$ games, and in fact any game in which one of the two players has but two strategies.

We shall always use these conventions: Blue's strategies are listed and indexed in a column along the left edge of the game matrix, Red's in a row along the top edge. The payoffs are to Blue; thus a positive number indicates a payment to Blue from Red, a negative number a payment from Blue to Red. The reader having a proper outlook will find it helpful to identify himself with Blue. Positive numbers then reasonably mean that he gets something, while negative numbers mean that he pays.

## FLUCTUATIONS

Let us begin with an easy one:


You will recall the meaning of this diagram: the integers, 1 and 2, standing at the left of the set of boxes, are simply the names of Blue's strategies-the two courses of action available in this game to Blue. Similarly, the two integers on top stand for Red Strategy 1 and Red Strategy 2. The numbers in the boxes tell us the payoffs which will occur if the corresponding strategies are used.

This is probably the dullest-looking game in the world. At least, it's a fair one. The players have no interesting control over the results; no matter what they do, the payoff is zero. Or is this true?

There is a saying to the effect that murder will out, but it contains no hint as to the speed of retribution: In describing the formation of a game matrix, in Chapter 1, we eased past a point which you are entitled to know when considering this $2 \times 2$ game.

The matrix is indexed against Blue and Red strategies, i.e., against complete courses of action among which Blue and Red may choose freely. The list is exhaustive, so any accessible sequence of actions, inspired or stupid, that a player can make is represented by one of the strategies. Does it follow that only one number will appear in each box of the matrix? How about chance events - moves by Nature, if you like? It is clear that the use of a specific strategy by Blue and of one by Red is no guarantee that the payoff will be unique. For example, the game might be such that the strategies of the players will only determine whether the payoff goes to Blue or to Red and that the magnitude of the payoff is determined by Nature, who spins a roulette wheel to find out how much will be paid.

So what does it mean when the number 0 appears in a box? Or 6 , or -2 , or anything else? Well, it may be a very solid value, i.e., the one and only possible outcome when the corresponding pair of strategies is used. But if the game is such that, with fixed and chosen strategies for
each player, the payoffs can be any one of several numbers, then 'the payoff,' listed in the diagram, is an average value whose elements de-
 pend on chance. This is really important, and we must look at an example to get this notion clear.

Suppose that one pair of strategies really leads to three possible outcomes; in one Blue wins 8 , in another Blue wins 24 , and in still another Blue loses 8. It will not do to put into the corresponding box of our game matrix a number (8), which is the simple average of the three numbers 8,24 , and -8 , because Nature may not be equally fond of them. For example, the chance mechanism might be the toss of a coin; the +8 (gain for Blue) could correspond to heads, the -8 (loss for Blue) to tails, and the +24 (gain for Blue) could correspond to the coin standing on edge. With coins as thin as they are these days, we would neglect the on-edge case $(+24)$, and assume that the others are equally likely; in which case the proper average would be the result of adding +8 and -8 and dividing by 2 as follows: $\frac{8-8}{2}=0$. This would be the value to use in the matrix. But if the coin used is approximately one-third as thick as it is wide, so that heads, tails, and on-edge will be equally likely, then it is reasonable to use $\frac{8+24-8}{3}=8$ as the value of the payoff. In general, the proper technique is to weight the numbers according to the odds which favor their appearances. For example, if the odds favoring the 8,24 , and -8 were $1: 3: 4$, then the appropriate average would be

$$
\frac{1 \times 8+3 \times 24+4 \times(-8)}{1+3+4}=\frac{8+72-32}{8}=6
$$

The average so found is called by mathematicians the expected value. It is evident that this is a use of language which requires special care in interpretation. We do not expect the value (in this case 6) to turn up when Blue and Red use the strategies which lead to this box-indeed, the payoff ' 6 ' is actually impossible of occurrence in this box-but we do expect the average effect to tend toward 6 . The import of the expected value may be appreciated by thinking of it in this way: If Blue
wants Red to play this box, 6 is a fair side-payment for Blue to make in advance of each play. If any other amount is paid, by either player, the game will be unfair to one player, who will then go broke more often than he should.

Slightly chastened by this necessary side excursion, we return to

where we now note that there may be chance events-with transitory gains and losses-hidden behind the zeros. We use this to illustrate a weakness (or a hidden requirement) of Game Theory: Suppose the northeast-southwest boxes contain no chance events, so that the actual payoffs on each individual play are exactly what they appear to be, zero. Then suppose that the 0 in the northwest box is really an average payoff, based on two equally likely chance events, worth 1 and -1 , respectively, and that the 0 in the southeast box also is based on two chance events, but here worth 1000 and -1000 . Since a player's assets are necessarily limited, he may very properly fear Strategy 2 (which might ruin him in one blow), and therefore have a strong preference for Strategy 1, which covers the northwest box. So our use of expected values (i.e., of long-term average values), to compress the description of the chance-event effect, involves the tacit assumption that the player is able and willing to weather temporary vagaries of chance.

Where do we stand if this assumption violates the facts? It isn't likely that the Game Theorist will be helpful: he will claim that the difficulty is ours, not his; that we are in trouble because we were careless about the worth of the alternative payoffs, which is not his province. Since we court ruin as casually as trivial losses, we have failed to use the proper payoff, namely, the real value to the player. The units used in calculating the payoff may have been dollars or lives; in any event, some conventional unit that tricked us into counting instead of facing the hugely more difficult problem of assessing and comparing in nonnumerical terms. To remedy this, one should devise a value scale which better
reflects the utility and disutility of the various possible outcomes to the player.

If we do so, however, it is most unlikely that the payoffs to Blue and to Red will continue to be equal in magnitude and opposite in sign the identifying characteristic of a zero-sum game. So we infer this: If the players prefer one payoff to another of equal average value, the scales need to be corrected; and once they are corrected, it is unlikely that the game will comprise simply an exchange of assets. In other words, it will probably become non-zero-sum; and, as mentioned earlier, we do not know much about such games.

You may feel at this juncture that the Theory of Games is a pretty weak and fragmentary theory. The 'expected' value of a payoff may not always furnish a sensible basis for decision and action; and this fact has forced us, in turn, to realize that we don't have any very good systems for comparing the desirability or undesirability of certain outcomes. All this, moreover, arises before we even get our foot in the door of the theory-before we begin to talk about simple little zero-sum, two-strategy games.

If you are just too discouraged by this, you can, after all, throw down a book even easier than you can turn off a television set. But those with the courage to go on will find that, despite these handicaps, the theory does have some interesting and useful things to say.

We shall assume henceforth that the player has sufficient assets to be able to stand sampling fluctuations, so that expected values can reasonably serve as his guides.

Now consider this game:


If the strategies used are Blue 1 vs. Red 2, Red must pay Blue 5 units; and the situation is the same for every pair of strategies. So it differs very little from the last game. The important difference is that this is not a fair game for Red; it would become fair if, in addition to the
terms of the game itself, Blue agreed to pay Red 5 units each time they play. In this game, as in the previous one, it obviously doesn't matter which strategy is used; for precisely the same payoff occurs no matter what choice of strategies is made. Also it has the property that (military) intelligence is valueless; i.e., foreknowledge of the enemy's plan is not necessary or useful. This, as we shall see, will be a property of many games when good strategies are used by the players.

We note, in passing, that matrixes of the form we have been discussing are similar to those associated with games of chance. In a pure game of chance, the payoff elements not only all look alike, they are in fact identical. This means that if the payoffs are expected values, they are all based on the same numbers and chance events; all of this is in contradistinction to games of skill, or to games of strategy, in which the players have at least some control over the outcome.

To avoid the burden of a possibly unfamiliar object, we shall for a time proceed without negative numbers in the game matrixes. Such games are basically unfair to Red, who just pays and pays. You may think of these games as situations which Red does not voluntarily enter, but which, once in, he wishes to pursue as economically as possible; or as situations in which Red can demand a suitable side-payment, once he knows how to calculate it.

## SADDLE-POINTS

We now come to a game in which the players have preferred strategies:

|  | Red |  |
| :---: | :---: | :---: |
|  | 1 | 2 |
| 1 | 6 | 5 |
| 2 | 5 | 4 |

We resort to the fundamental argument of Game Theory: Blue wants to win as much as possible, but dares not be dependent on the largess of Red. He therefore examines each of his strategies in turn, to see just how much he can win even though Red, in effect, may be peeking over his shoulder. He assumes that whatever strategy he chooses, Red will
make the best countermove available. Hence Blue lists the worst payoffs that can result from each of his choices, as follows:


Of these, he prefers the larger-the 5, which we mark by an asterisk. So Blue has some reason to believe that Blue 1 is a good strategy.

Red, on the other hand, examines the columns to see how it may be for him. His basic outlook, including respect for the enemy, is similar to Blue's, except that he wants to keep the payoffs small. As he considers each strategy, he allows for the fact that Blue may discover his interest in it and make the best counterchoice open to Blue. Therefore Red lists the worst payoffs (the largest ones) which may result from his using each strategy:


Of these, he naturally prefers the smaller-the 5 , marked by an asterisk. So if he uses the strategy Red 2, his losses will never exceed 5.

This is again a coincidence of the kind encountered in the example The Campers: Blue and Red have discovered single strategies which guarantee that the payoff will be some unique number-5, in this case -against an inspired adversary; and each knows that the payoff will be more favorable (than 5 ) to him if the enemy is not inspired. This is the situation called saddle-point.

Generally, when the larger of the row minima is equal to the smaller of the column maxima, the game is said to have a saddle-point; and the players should stick to the strategies which intersect at the saddle-point.

To discover that there is a saddle-point, each player must examine the game both from his own and the enemy's point of view. He lists the minimum of each row, and marks (*) the greatest of these; then the maximum of each column, and marks (*) the least of these. If the two marked numbers are equal, the game has a saddle-point, and the players should elect the strategies which correspond to the marked row and column.

## MIXED Strategies

Let us try this magic, which led us to a solution in the last example, on another game. Consider this one:


The greatest value for a row minimum is 4 , corresponding to the strategy Blue 2; so if Blue adopts this, he will never receive a payoff smaller than 4. The smallest column maximum is 5 , for Red 1 ; so use of Red 1 ensures Red against losses greater than 5.

So there is no saddle-point and we have an unexplored situation. Blue can guarantee himself a payoff of 4 units. Red is sure it won't cost him more than 5 . You could say that these are the quantities that fairly good players could be sure to produce-only elementary common sense is needed. The range between the quantities is the hunting ground where the master player can pick up something more.

Let us look at Blue's situation again. If he adopts Blue 1 as his strategy, he should reckon on Red's discovering it and driving his income down to 3 units per play; and if he adopts Blue 2, his income may sink to 4 units. However, judging by a similar inspection of Red's situation, Blue should be able to win between 4 and 5 per play, on the average, instead of 3 or 4 . Yet the play of Blue 1 or of Blue 2 is the only course of action open to him.

The dilemma itself provides the clue to the solution. Since Blue must
do something, and since the steadfast election of either strategy will permit Red to profit unduly, Blue must consider the remaining alternative: to use both strategies. Now in any one play of the game he is constrained to use one or the other strategy, because, by definition, each strategy is a complete course of action; and the use of one excludes the other. So Blue must sometimes use one strategy and sometimes the other.

In other words, he needs a super or grand strategy which contains the original strategies as elements. In the terminology of Game Theory, a grand strategy is called a mixed strategy, and the element, which we have been calling simply a 'strategy,' is called a pure strategy. A pure strategy is one of the numbered strategies which you stick to for a play of the game: the grand strategy governs your choice of pure strategies.

You will probably notice immediately that this course of action may place you in a situation where security measures are necessary. For in the present game, if Red knows which strategy Blue will really use, he will be in a position to clobber Blue. It will turn out that the necessary security limits are clearly marked: Blue must keep secret his decision regarding the strategy he will use in each particular future play of the game. However, he can permit Red to gain complete knowledge of his past actions, as well as to know his grand strategy. If it is a good grand strategy, Red cannot prevent Blue from winning all that the game affords for Blue. Similar remarks apply to Red's situation.

We have assumed that the enemy is intelligent and well served; yet it is vital that he not know which pure strategy you will use on the next play. There is one known method which is a sure defense against such an opponent-sure within the limits imposed by the nature of the game itself: namely, to let the decision regarding strategy depend entirely on some suitable chance event; so a chance mechanism of some sort is an essential part of a good grand strategy. There will then be no possibility of his gaining useful advance information, for your ultimate course of action will be just as obscure to you as it is to him.

Let's return to the example for a brief demonstration:
Red


Suppose, for the moment, that Red's grand strategy is to make his decisions by tossing a coin-playing Red 1 when the coin shows a head and Red 2 when it shows a tail. When this grand strategy is used against Blue 1, Red will have to pay 3 about half the time and 6 half the time; so the 'expected' or long-term average value of the payoff will be

$$
\frac{1 \times 3+1 \times 6}{1+1}=4^{1 / 2}
$$

(Here the 1 's represent the odds provided by the coin, namely, 1:1. We have weighted each payoff by the odds favoring its occurrence, added together these products, and divided by the sum of the odds.)

Now try the coin-tossing grand strategy against Blue's other alternative, Blue 2: the average payoff is

$$
\frac{1 \times 5+1 \times 4}{1+1}=41 / 2
$$

as before. So by leaving the decision to the toss of a coin, Red can make the payoff average $41 / 2$ against either Blue strategy. He can therefore average $41 / 2$ against any Blue strategy, which is better (remember, Red wants to keep the payoff small) than the 5 he would surely pay by just playing Red 1.

This is an important concept in Game Theory, that of mixed strategies: the concept that a player should sometimes use one pure strategy, sometimes another, and that the decision on each particular play should be governed by a suitable chance device. We can anticipate that this will be a feature of most games, that it will fail to appear only when circumstances are somewhat special.

You may feel, momentarily, that it is somewhat irresponsible to select a course of action-possibly when the issue is an important one-by use of a chance mechanism. Actually, there is nothing irresponsible about it: all the cogent reasoning which you feel should go into the decision does go into it. It is injected when the problem is formulated, when the payoffs are assessed, and when the odds are computed which govern the chance device and hence the choice of strategy. The chance device is thus an instrument of your will and not your master. The fact that the final instrumentality in the decision process is a machine which does not think deep thoughts is not significant. A bomb isn't very intelligent either; for that matter, the bombardier may on occasion give
more thought to blondes than to target selection; of course, as we follow the chain back, it is comforting to suppose that pertinent intellectual activity occurs somewhere.

## THE ODDMENT

When we learn, a little later, how to compute mixed strategies, we shall always express the results in terms of odds. Thus it may be that Blue should mix Blue 1 and Blue 2 according to the odds $8: 5$, meaning that in the long run he uses Blue 1 eight times to every five uses of Blue 2. However, we shall frequently be staggering under the burden of a What's-it, unless we have a christening: Henceforth we shall refer to any one number which is at the moment a fugitive from a set of odds as an oddment. Thus if the odds are $8: 5$ and we want to talk about the 8 alone, we shall say that the oddment is 8 ; Noah Webster convinces us that this usage is almost defensible, legally. Mathematically, an oddment is a monstrous invention, for the odds 8:5 are equivalent to odds of $16: 10$ (or to $24: 15$, or to $4: 2 \frac{1}{2}$, or to infinitely many other pairs), which suggests, for example, that oddment 8 and oddment 16 may be equivalent; so no matter what positive value you assign to an oddment, no one can say it is incorrect. However, whenever we use the word, it is understood that we intend, eventually, to produce a complete set of them, using a comparable scale throughout. The subject comes up of course because in calculating odds we produce one number at a time, and sometimes wish to refer to it.

As a matter of convenience, we shall use zero oddments to indicate that certain strategies are not to be used. Thus 3:0:2 means that a player's first and third strategies are to be mixed according to the odds $3: 2$, whereas his second strategy is not to be used.

## RULES FOR FINDING ODDS

We are not going to give you a logical discussion of how to find good mixed strategies, because we don't know how to do it in nonmathematical terms. However, we shall present you with a collection of rules of thumb, which will enable you to compute good mixtures by simple arithmetical steps-simple steps, but sometimes tedious ones. The procedure for $2 \times 2$ games is this:

Step 1. Look for a saddle-point, which is easy to do. (Just compare
the max of the row mins and the min of the column maxes, to see if they are equal.) If there is one, your work is done and the best grand strategy is a pure one, namely, the Blue and Red strategies which intersect at the saddle-point.

Step 2. If there is no saddle-point, the best grand strategies are mixed strategies. Abandon your work on the saddle-point and do the following instead:

We begin by attending to Red's strategy. Consider just Red 1 and 2 and the payoff matrix (we use numbers from the last example):

| Red |  |
| :---: | :---: |
| 1 |  |
| 2 |  |
| 3 |  |

Subtract the numbers in the second row from those in the first, and put the answers in two new boxes


Then the oddment for Red 1 is in the box shaded here:

while the oddment for Red 2 is in the other box, i.e., the one shaded here:


One of these numbers will be negative, always; just neglect the minus
sign. The oddments then represent the odds according to which Red should mix his strategies, i.e., $2: 2$, which indicates an even mixture and clearly is equivalent to $1: 1$; in other words, Red should mix his strategies by using an equal-odds device, such as a coin.

Note particularly the curious symmetry of the shaded boxes; the oddment for Red 1 is not in the Red 1 column.

The above rule of thumb is a little more complicated than it need be, but it sets the stage for some rules we shall need later in larger games; it seems wise, pedagogically, to have you do some of your suffering early. The rule for finding Blue's best mixture is the same, with everything turned sideways. We illustrate it by the same example:

Blue |  | 1 | 3 |
| :---: | :---: | :---: |
|  | 2 | 6 |
|  | 5 | 4 |

Subtract the second column from the first, which yields


Then the number in this shaded box,

and the one in this,

are the oddments for Blue 1 and Blue 2, respectively. Blue should use a mixed strategy based on 1 part of Blue 1 to 3 parts of Blue 2; i.e., he should use the odds 1:3.

We observe in passing that a toss of a coin won't produce these odds -the ones that Blue needs. We shall turn to the question of practical chance devices, capable of giving any desired odds, at the end of this chapter.

The method is so easy there is some danger of beating it to death, but let's do one more example for practice:

Red

(This is not a game of craps, despite the numbers.) First, check for a saddle-point:

|  |  |  | Row |
| :---: | :---: | :---: | :---: |
|  | 1 | 2 | Min |
| Blue | 7 | 3 | 3* |
|  | 2 | 11 | 2 |
| Col | 7* | 11 |  |

There isn't one, as is clear from the fact that the marked (*) numbers are unequal; but it is important that we look for one, however, for if there is one, the job is done. Moreover, the method we use for finding mixed strategies will usually give false results if applied to a game having a saddle-point.

So we abandon the work done and begin again, this time by looking for a mixed strategy for Red:

Red

| 1 | 2 |
| :---: | :---: |
| 7 | 3 |
| 2 | 11 |

Subtracting the elements of the second row from those of the first, we obtain

| Red |  |
| :---: | :---: |
| 1 | 2 |
| 5 -8 |  |

Therefore the oddment Red 1 is in this shaded box,

and that for Red 2 is in this,
Red
2


So the odds are $8: 5$, favoring Red 1 over Red 2; i.e., he should mix his two strategies, 1 and 2, in the ratio of $8: 5$. Similarly, we find that Blue should play Blue 1 and 2 according to the odds 9:4.

## VALUE OF THE GAME

We have dropped hints, from time to time, that there is some particular quantity of payoff in each game that good play will win for you, against good play by your opponent. This quantity is called the value of the game. You cannot on the average win more than the value of the game unless your opponent plays poorly. If it is a positive quantity, then it is the quantity that Blue would have to pay Red at each play in order to make the game fair. Most parlor games, being fair, have the value zero.

In a game with a saddle-point, the value of the game is the same as the value at the saddle. Thus, in

the value of the game is 5 . For if the players play properly, i.e., use the strategies Blue 1 vs. Red 2, then the payoff is steadily 5 to Blue.

In $2 \times 2$ games requiring a mixed strategy, the value of the game is the average payoff which results from use of the best mixture of one player against either pure strategy of the other. Thus in

which we found requires that Red mix his strategies in equal amounts, as by using a coin, his average against Blue 1 is

$$
\frac{1 \times 3+1 \times 6}{1+1}=4^{1 / 2}
$$

This is the value of the game. If we had made the calculation using Blue's best mixture (recall it was 1:3) against, say, Red 1, the result would be the same, i.e.,

$$
\frac{1 \times 3+3 \times 5}{1+3}=4^{1 / 2}
$$

In $2 \times 2$ games which require mixed strategies, the average payoff is always the same ( $41 / 2$ in this game) when the good mixture of one player is tested against either pure strategy of the other. This average payoff is the value of the game. We may turn the situation around and use the constancy of the value as a test of accuracy on the mixture: If the presumed good mixed strategies don't yield the same average payoffs when used against each of the enemy's pure strategies, then the presumption is wrong and the mixtures are not the best.

## SCALE EFFECTS

Let us try a few more simple games, partly for practice and partly to uncover several general facts. Three games follow:


|  | Red |  | Blue <br> Odds |
| :---: | :---: | :---: | :---: |
|  | 1 | 2 |  |
| 1 | 16 | 2 | 2 |
| Blue | 8 | 12 | 7 |
| Red Odds | 5 | 4 |  |

The three games given above, by some strange trick of fate, all call for the same mixtures of strategies: Blue mixes according to the odds $2: 7$ and Red according to the odds $5: 4$. Why is it that these should be played alike? Observe that the second may be obtained from the first by adding 3 to each payoff:

| 8 | 1 |
| :--- | :--- |
| 4 | 6 |$+3=$| 11 | 4 |
| :---: | :---: |
| 7 | 9 |
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and that the third may be obtained from the first by multiplying each payoff by 2:

| 8 | 1 |
| :---: | :---: |
| 4 | 6 |$\times 2=$| 16 | 2 |
| ---: | ---: |
| 8 | 12 |

These games illustrate a general fact: The play of a game is not affected by adding a constant to all payoffs or by multiplying all payoffs by a positive constant.

The values of the game in the three instances are:

$$
\begin{gathered}
\frac{5 \times 8+4 \times 1}{5+4}=4 \% \\
\frac{5 \times 11+4 \times 4}{5+4}=78 / 9=48 / 9+3 \\
\frac{5 \times 16+4 \times 2}{5+4}=97 / 9=489 \times 2
\end{gathered}
$$

So, while the play is unaffected, the value of a game is affected when a constant is added to, or multiplied into, the payoffs.

In physical terms, adding a constant to the payoffs just affects the unfairness level of the game; multiplying the payoffs by a positive constant is equivalent to a change in currency.

## GOOD PLAY VS. POOR

We now know just about everything about $2 \times 2$ games except this: What happens if one player (say, Blue) plays an optimum strategy and the other (Red) does not? We distinguish two cases, for the moment:

Case 1. If there is a saddle-point (i.e., if the good grand strategies are pure strategies), then Red will act with profligate generosity if he fails to use his optimum pure strategy.

Case 2. If the good grand strategies are mixed strategies, then it doesn't matter what Red does-Blue's good play will keep the aver-
age payoff on an even keel. Similarly, if Red plays his proper mixed strategy, the outcome will be the same regardless of how Blue plays. The answer is different-and somewhat more satisfying-for larger games, such as $2 \times 3$ games.

Up to this point we have manipulated numbers and boxes, just conforming to a set of ground rules. These nonsparkling activities have been referred to-hopefully, you may feel-as games. For a change of pace, we now introduce several examples, which are somewhat less staid. If you have been amazed at the appellation 'game' for the recent activities, you may still be capable of surprise at its use in these examples. The philosophy obviously is (and we hope you will adopt it) that most anything may turn out to be just a game.

## EXAMPLE 2. THE HIDDEN OBJECT

Let us dress up the $2 \times 2$ game in a hypothetical military version: Suppose that a pair of Blue bombers is on a mission; one carries the bomb and the other carries equipment for radar jamming, bombdamage assessment, or what-have-you. These bombers fly in such a way that Bomber 1 derives considerably more protection from the guns of Bomber 2 than Bomber 2 derives from those of Bomber 1. There is some concern lest isolated attacks by one-pass Red fighters shoot down the bomb carrier, and the survival of the bomb carrier transcends in importance all other considerations. The problem is: Should Bomber 1 or Bomber 2 be the bomb carrier, and which bomber should a Red fighter attack?

The possible strategies are
Blue $1=$ bomb carrier in less-favored position
Blue $2=$ bomb carrier in favored position
Red $1=$ attack on less-favored position
Red 2 = attack on favored position
Suppose the chance that the bomb carrier will survive, if attacked, is 60 per cent in the less-favored position and 80 per cent in the favored position and is 100 per cent if it is not attacked. Then the situation is this:


If we analyze this game just as we have previous ones (and the reader had better check this), it turns out that both Blue and Red should mix their strategies; that both should use the same mixture; and that this mixture should consist of 20 parts of Strategy 1 to 40 parts of Strategy 2. In other words, Blue has a 40 -to-20 preference for putting his bomber in the protected position and Red has a 40-to20 preference for attacking that position. (These odds, $40: 20$, are of course equivalent to 2:1.) The value of the game to Blue is

$$
\frac{20 \times 60+40 \times 100}{20+40}=86^{2 / 3} \text { per cent }
$$

So if Blue uses an appropriate chance device for selecting the bombcarrier position, instead of doing what comes naturally, he will tend to get $862 / 3$ per cent of his bombs past the fighters, instead of 80 per cent. The improvement is about 8 per cent.

## EXAMPLE 3. THE DAIQUIRIS

In the last example the benefit from a mixed strategy amounted to 8 per cent. You must not get the notion that the gains need be so modest. Consider the following episode, drawn from the archives of a good bar. Alex and Olaf are killing time between flights.
"I know a good game," says Alex. "We point fingers at each other; either one finger or two fingers. If we match with one finger, you buy me a Daiquiri. If we match with two fingers, you buy me two Daiquiris. If we don't match I let you off with the payment of a dime. It'll help to pass the time."

Olaf appears quite unmoved. "That sounds like a very dull game -at least in its early stages." His eyes glaze on the ceiling for a mo-

ment and his lips flutter briefly; he returns to the conversation with: "Now if you'd care to pay me 42 cents before each game, as partial compensation for all those 55 -cent drinks I'll have to buy you, then I'd be happy to pass the time with you."
"Forty-one cents," says Alex.
"All right," sighs Olaf. "You really should pay 42 cents, at least once in every 30 games, but I suppose it won't last that long."

In this game the payoff matrix looks like this (identify the strategy Alex 1 with one finger, etc.):

> Olaf


Olaf luckily noticed that this game is unfair to him; so he insisted on a side-payment which would make it fair, provided he played properly.

How should it be played? Let us make the usual calculation:


So Olaf should play a mixed strategy, mixing one finger and two fingers according to the odds of $100: 45$. If he does this, while Alex sticks to one finger, say, his losses per play will average

$$
\frac{100 \times 55+45 \times 10}{100+45}=41^{1 / 29}
$$

Similarly, if Alex sticks to two fingers, Olaf's losses will average

$$
\frac{100 \times 10+45 \times 110}{100+45}=41^{1 / 29}
$$

In fact his losses will average $411 / 29$ no matter what Alex does; so by using the 100-to-45 strategy-mix (or 20:9), Olaf can stabilize the game, and determine the side-payment he must demand of Alex, to make it a fair game.

The best grand strategy for Alex is also a 100:45 mix, which will establish his average winnings at $411 / 29$ per play. Note that Alex can only guarantee himself a win of 10 cents by adopting a pure strategy, which Olaf will catch on to. This 10 cents is to be compared with the average of $41 \frac{1}{29}$ cents the mixed strategy guarantees him. So here we have a case where a mixed strategy is several hundred per cent better than a pure strategy.

In general, if the payoffs in one pair of diagonal boxes are small, and if those in the other pair are large, it is very important that a mixed strategy be used.

## EXAMPLE 4. THE RIVER TALE

Steve is approached by a stranger who suggests they match coins. Steve says that it's too hot for violent exercise. The stranger says, "Well then, let's just lie here and speak the words 'heads' or

'tails'—and to make it interesting I'll give you $\$ 30$ when I call 'tails' and you call 'heads,' and $\$ 10$ when it's the other way around. Andjust to make it fair-you give me $\$ 20$ when we match."

Warned by the environment (they are on a Mississippi packet), Steve suspects he should have the man arrested, rather than play with him. This question piques his interest more than the game, so he takes the trouble to do this calculation:


So the best he can hope for is an average loss of $\$ 1.25$ per play (to guarantee even that, he must call 'heads' and 'tails' in the ratio of $3: 5$ ); so his suspicions are confirmed.

## EXAMPLE 5. THE ATTACK-DEFENSE GAME

Blue has two installations. He is capable of successfully defending either of them, but not both; and Red is capable of attacking either, but not both. Further, one of the installations is three times as valuable as the other. What strategies should they adopt?

Take the value of the lesser installation to be 1 . Then if both survive, the payoff is 4 ; if the greater survives, the payoff is 3 ; if the lesser survives, the payoff is 1 . Designating the defense (or attack) of the lesser installation as Strategy 1, we have


There is no saddle-point, as you may promptly check by writing down the row minima and the column maxima, so a mixed strategy is required. We compute it as usual:


Therefore Blue should favor defending his more valuable installation with odds of $3: 1$; whereas Red should favor attacking the lesser installation with odds of $3: 1$. The value of the game is $31 / 4$.

This example seems, superficially, very like the bomber-fighter example, but note how different the strategy is; here it is better for Red to attack the less valuable position.

## EXAMPLE 6. THE MUSIC HALL PROBLEM

Sam and Gena agree to meet outside the Music Hall at about 6 o'clock on a winter day. If he arrives early and she is late, he will have to drive around the block, fighting traffic and slush, until she appears. He assigns to this prospect a net worth of -1 . If she arrives early and he is late, she will get very cold and wet. He estimates his joy-factor in this case as -3 . So the game is


This game requires a mixed strategy. Sam should play early and late according to the odds $3: 1$. The average payoff is $-3 / 4$.


It is of only academic interest to mention the Game Theory solution of Gena, which is $1: 3$ with the long odds on late. For she of course isn't interested in minimizing Sam's joy; the payoff values are Sam's, and she plays the role of Nature.

## EXAMPLE 7. THE DARKROOM

Goldy is in his darkroom developing an irreplaceable negativethe new baby at the age of 8 minutes. He hasn't had much sleep lately and his technique, normally impeccable, is ragged. He hums as he waits for 15 minutes to pass.

He stops humming.
Is this the full-strength developer? Or did he dilute it 2:1 the other day, for prints? He rises to the occasion, first with Anglo-Saxon remarks, and then with analysis.

If the developer is what it should be, 15 minutes will be just right; score 10 . If it has been diluted, he can rescue it by relying on the reciprocity law-which is always stated, discouragingly, as Reciprocity Law Failure. If he develops 30 minutes, the quality should fall off only a little, say to 9 .


But suppose he develops 15 minutes in a dilute solution? A thin flat negative of a monotone object in a shadowless room-it isn't riches, but something could be done with it; it may be worth 6 . Finally, the question of 30 -minute development at full strength: grain-size up, contrast like a blueprint, mitigated by a grey pall of chemical fog; with this overage film he's lucky if it's worth 2 .

The game matrix is

where the strategies are
Goldy $1=$ develop 15 minutes
Goldy $2=$ develop 30 minutes
Nature $1=$ make it full strength
Nature $2=$ dilute it
So it appears that a mixed strategy is called for, with odds of $7: 4$, favoring the shorter period. With it his expectations are

$$
\frac{7 \times 6+4 \times 9}{11}=7^{1 / 11}
$$

the value of the game. Strictly, he should play the odds. But if he believes the rise and fall of picture quality are roughly proportional to time, he may prefer to buy some of each and develop for

$$
\frac{7 \times 15+4 \times 30}{11}=205 / 11 \text { minutes } *
$$

## EXAMPLE 8. THE BIRTHDAY

Frank is hurrying home late, after a particularly grueling day, when it pops into his mind that today is Kitty's birthday! Or is it? Everything is closed except the florist's.

If it is not her birthday and he brings no gift, the situation will be neutral, i.e., payoff 0 . If it is not and he comes in bursting with roses,

and obviously confused, he may be subjected to the Martini test, but he will emerge in a position of strong one-upness-which is worth 1 . If it is her birthday and he has, clearly, remembered it, that is worth somewhat more, say, 1.5. If he has forgotten it, he is down like a stone, say, -10 .

[^3]So he mentally forms the payoff matrix,

|  |  |  |  | Frank |
| :---: | :---: | :---: | :---: | :---: |
|  |  | ir | Birthday | Odds |
| Frank | Empty handed Flowers | 0 | $-10$ | 0.5 |
|  |  | 1 | 1.5 | 10 |

and sees that the odds are $10: 0.5$, or $20: 1$, in favor of flowers.
This example contains an unplanned object lesson, for which the reader must thank a sadist among the early readers of the manuscript. It is unfortunately the case that the writer forgot to test this matrix for a saddle-point, so of course it has one: Frank should always bring flowers, and the reader should always do as we say, not as we do.

The chance that a matrix chosen at random will contain a saddlepoint is very substantial for small matrixes. The odds are 2:1 in favor in a $2 \times 2$ game, $3: 7$ in a $3 \times 3$, and $4: 31$ in a $4 \times 4$. The chances dwindle to below one in a thousand in a $9 \times 9$ game.

EXAMPLE 9. THE HUCKSTER
Merrill has a concession at the Yankee Stadium for the sale of sunglasses and umbrellas. The business places quite a strain on him, the weather being what it is.

He has observed that he can sell about 500 umbrellas when it rains,
 and about 100 when it shines; and in the latter case he also can dispose of 1000 sunglasses. Umbrellas cost him 50 cents and sell for $\$ 1$; glasses
cost 20 cents and sell for 50 cents. He is willing to invest $\$ 250$ in the project. Everything that isn't sold is a total loss (the children play with them).

He assembles the facts regarding profits in a table:
Selling when it

|  |  | Rains | Shines | Odds |
| :---: | :---: | :---: | :---: | :---: |
| Buying for | Rain | 250 | $-150$ | 5 |
|  | Shine | -150 | 350 | 4 |

and immediately takes heart; for this is a mixed-strategy game, and he should be able to find a stabilizing strategy which will save him from the vagaries of the weather.

Solving the game, he finds that he should buy for rain or for shine according to the odds $5: 4$, and that the value of the game is

$$
\frac{5 \times(250)+4 \times(-150)}{9}=\$ 72.22
$$

Rather than play the odds,* he decides to invest five-ninths of his capital in rainy-day goods and four-ninths in sunny-day goods. So he buys $\$ 161.11$ worth of umbrellas (including $\$ 22.22$ from the sunnyday program) and $\$ 88.89$ worth of sunglasses, and he prepares to enjoy the steady profit of $\$ 72.22$.

## EXAMPLE 10. THE SQUAD CAR

This is a somewhat more harrowing example. The dispatcher was conveying information and opinion, as fast as she could speak, to Patrol Car 2, cruising on the U.S. Highway: ". . . in a Cadillac just left Hitch's Tavern on the old Country Road. Direction of flight unknown. Suspect Plesset is seriously wounded but may have an even chance if he finds a good doctor, like Dr. Haydon, soon-even Veterinary Paxson might save him, but his chances would be halved. He shot Officer Flood, who has a large family."

Deputy Henderson finally untangled the microphone from the riot gun and his size 14 shoes. He replied:

[^4]
"Roger. We can cut him off if he heads tor Haydon's, and we have a fifty-fifty chance of cutting him off at the State Highway if he heads for the vet's. We must cut him off because we can't chase him -Deputy Root got this thing stuck in reverse a while ago, and our cruising has been a disgrace to the Department ever since."

The headquarters carrier-wave again hummed in the speaker, but the dispatcher's musical voice was now replaced by the grating tones of Sheriff Lipp.
"If you know anything else, don't tell it. He has a hi-fi radio in that Cad. Get him."

Root suddenly was seized by an idea and stopped struggling with the gearshift.
"Henderson, we may not need a gun tonight, but we need a pencil: this is just a two-by-two game. The dispatcher gave us all the dope we need."
"You gonna use her estimates?"
"You got better ones? She's got intuition; besides, that's information from headquarters. Now, let's see . . . Suppose we head for Haydon's. And suppose Plesset does too; then we rack up one good bandit, if you don't trip on that gun again. But if he heads for Paxson, the chances are three out of four that old doc will kill him."
"I don't get it."
"Well, it don't come easy. Remember, Haydon would have an even chance-one-half-of saving him. He'd have half as good a chance with Paxson; and half of one-half is one-quarter. So the chance he dies must be three-quarters-subtracting from one, you know."
"Yeah, it's obvious."
"Huh. Now if we head for Paxson's it's tougher to figure. First of all, he may go to Haydon's, in which case we have to rely on the doc to kill him, of which the chance is only one-half."
"You ought to subtract that from one."
"I did. Now suppose he too heads for Paxson's. Either of two things can happen. One is, we catch him, and the chance is one-half. The other is, we don't catch him-and again the chance is one-half-but there is a three-fourths chance that the doc will have a lethal touch. So the over-all probability that he will get by us but not by the doc is one-half times three-fourths, or three-eighths. Add to that the onehalf chance that he doesn't get by us, and we have seven-eighths."
"I don't like this stuff. He's probably getting away while we're doodling."
'Relax. He has to figure it out too, doesn't he? And he's in worse shape than we are. Now let's see what we have."

Cad goes to

|  | Haydon | Paxson |
| :--- | :---: | :---: |
| Patrol car <br> goes to Haydon | 1 | $3 / 4$ |
|  | $1 / 2$ | $7 / 8$ |
|  |  |  |

"Fractions aren't so good in this light," Root continued. "Let's multiply everything by eight, to clean it up. I hear it doesn't hurt anything."

|  | Cad |  |
| :---: | :---: | :---: |
|  | Haydon | Paxson |
| Haydon | 8 | 6 |
| Paxson | 4 | 7 |

"It is now clear that this is a very messy business . . ."
"I know."
"There is no single strategy which we can safely adopt. I shall therefore compute the best mixed strategy."

Haydon Cad Paxson | Patrol car |
| :--- |
| Odds |

| Haydon | 8 | 6 | 3 |
| :---: | :---: | :---: | :---: |
| Paxson | 4 | 7 | 2 |

Cad

Odds
"Umm . . . three to two in favor of Haydon's. Read the second hand on your watch. Now!"
"Twenty-eight seconds."
"Okay. To Haydon's. This thing would be a lot easier to steer backwards if it didn't have such a big tail . . ."
"That magic with the second hand is sure silly," groused Deputy Henderson. "Why didn't we just head for Haydon's in the first place?"
"Well, it would have affected our chances-in this case not much, but some. If we were just simple-minded about Haydon's, Plesset could sucker us by going to Paxson's and have a 75 per cent risk. This way, no matter how he figures it, he runs an 80 per cent risk. About the watch: the first 30 seconds and the next 20 seconds go with the 3 -to-2 odds."

## SUMMARY OF $2 \times 2$ METHODS

We shall summarize the technical material of the first part of this chapter by working one more example.

Consider the game


Suppose we wish to know how to play it. Suppose also that we are allergic to fractions and to negative numbers. We discovered that the play of a game is unaffected when the numbers in the matrix are multiplied by
a constant, or when a constant is added to each element. To alleviate the allergy then, let us multiply the above by a felicitously chosen constant, say 12 , which improves its appearance no end:


Now we get rid of the negative number by adding something to each element. The number 4 will do, giving us

|  |  |  |
| :---: | :---: | :---: |
|  | 1 | 2 |
| Blue | 0 | 7 |
|  | 10 | 4 |

We are now ready to seek the solution. We of course begin by looking for a saddle-point:


The maxmin is 4 and the minmax is 7 . There is no saddle-point; so we abandon the work and begin again. Starting with an investigation of Red's problem,

| Red |  |
| :---: | :---: |
| 1 |  |
| 2 |  |
| 0 |  |

we subtract each element from the one above, which gives us
Red
12
10 3
so the oddments for Red 1 and Red 2 are in these boxes:


One is negative, but we always disregard the sign of an oddment; therefore Red's good grand strategy (if nothing has gone wrong) is 3:10.

Blue's odds are the next problem:

Blue |  | 1 | 0 |
| :---: | :---: | :---: |
|  | 7 | 7 |
|  | 10 | 4 |
|  |  |  |

Subtracting each element from the one on its left, we have

so the oddments are in these boxes:


Blue's mixture is according to the odds 6:7-if all is well.
Let us see if all is well by trying these mixtures against each of the enemy's pure strategies. Blue's 6:7 grand strategy, when used against Red 1, yields

$$
\frac{6 \times 0+7 \times 10}{6+7}=\frac{70}{13}
$$

and against Red 2 it yields

$$
\frac{6 \times 7+7 \times 4}{6+7}=\frac{70}{13}
$$

On the other hand, Red's 3:10 mix yields, against Blue 1,

$$
\frac{3 \times 0+7 \times 10}{3+10}=\frac{70}{13}
$$

and, against Blue 2,

$$
\frac{3 \times 10+10 \times 4}{3+10}=\frac{70}{13}
$$

So everything is fine. Blue and Red should play these mixed strategies, $6: 7$ and $3: 10$, respectively.

Is this $7 \% 13$ the value of the game? No! Recall that we multiplied by 12 and then added 4 to each element. We can get the value by the process of just unwinding the steps: Since we added 4, we now subtract 4 ; i.e., $\frac{70}{13}-4=\frac{70-52}{13}=\frac{18}{13}$. Then, since we multiplied by 12 , we now divide by 12 ; i.e., $\frac{18}{13} \div 12=\frac{18}{13 \times 12}=\frac{3}{26}$. So the value of the game is $3 / 26$, which may be verified by trying our mixed strategies in the original game. Take, say, the Blue 6:7 mix against Red 2, which yields

$$
\frac{6 \times 1 / 4+7 \times 0}{6+7}=\frac{3}{26}
$$

as it should.
We tuck in at this juncture a set of Exercises, for those who like to exercise-it is probably the best way to fix new ideas. The answers are in the back of the book somewhere.

## EXERCISES 1

Determine oddments and values of the following games:
1.

|  | Red |  |  |
| :---: | :---: | :---: | :---: |
| Blue |  | 1 |  |
|  | 1 | 2 |  |
|  | 7 | 4 |  |
|  | 2 | 2 |  |
|  |  |  |  |

2. 

Red

|  | 1 |  |
| :---: | :---: | :---: |
| Blue |  | 2 |
|  | 1 | 5 |
|  | 2 | 8 |
|  | 6 | 7 |
|  |  |  |

3. 


5.

|  |  |  |
| :---: | :---: | :---: |
| Blue |  | 1 |
|  | 1 | 2 |
|  | 2 | 2 |
|  |  | 4 |
|  |  |  |

7. 

|  | Red |  |
| :---: | :---: | :---: |
|  | 1 | 2 |
| 1 | 1 | 3 |
| 2 | 4 | 2 |

9. 


11.

4.

Red

|  |  |  |
| :---: | :---: | :---: |
| Blue | 1 | 2 |
|  | 2 | 4 |
|  | 2 | 6 |

6. 

Red

| Blue | 1 | 2 |
| :---: | :---: | :---: |
|  | 1 | 2 |
|  | 3 | 4 |

8. 

Red

Blue |  | 1 | 1 |
| :---: | :---: | :---: |
|  | 1 | 0 |
|  | 2 | 2 |
|  | 3 | 1 |
|  |  |  |

10. 

Red

12.

Red

|  | 1 | 2 |
| :---: | :---: | :---: |
| Blue | 4 | -5 |
|  | -5 | 4 |


part two: $2 \times m$ Games

Games in which one player has $t w o$ strategies and the other has many are cunningly called 'two-by-m games'; this is written as ' $2 \times m$ games'-the letter $m$ may represent any whole number greater than
2. The remainder of this chapter will be devoted to such games. Fortunately, their solution requires practically nothing beyond a knowledge of how to solve $2 \times 2$ games.

## SADDLE-POINTS

These games always have either a saddle-point solution (i.e., a good pure strategy) or a good mixed strategy based on two pure strategies. So, in effect, the $2 \times m$ game may be reduced to a $2 \times 2$ game. This reduction may be effected in various ways.

One should always look first for a saddle-point; the process is painless and concludes the work if there is one. Recall that we inspect each row to find its minimum, select the greatest of these, and then inspect the columns to find the maxima, selecting the least of these. If the two numbers (called, incidentally, the maxmin and minmax) are equal, there is a saddle-point, and their common value is the value of the game.

Suppose we have this game:


It has a saddle-point, Blue 3 vs. Red 2, because the maxmin and minmax are equal (to 5 ).

## DOMINANCE

If there is no saddle-point, then examine the strategies of the player who has many strategies. It may be self-evident that some of them
are so inferior that they should never be used. Suppose that Blue is the player with many: If one of his strategies is superior to another, on a box-by-box basis, then the former is dominant, and the latter should be eliminated from the matrix. In fact, this elimination may be made even when the 'superior' one is in part equal to the other. As an example, consider


On comparing just Blue 1 and Blue 3, i.e.,

Blue |  | 1 | 2 |
| :--- | :---: | :---: |
|  | 3 | 5 |
|  | 3 | 6 |

it is clear that Blue 3 is dominant. Similarly, comparing Blue 2 and 4 , and Blue 4 and 5, i.e.,

we see that Blue 4 is dominant in both instances; so the game may be reduced, for calculation, to

> Red


Similarly, if Red has many strategies, and if one column dominates another on a box-by-box basis, then the dominant column may be eliminated (recall, Red wants small payoffs).

The utility of this principle in simplifying games is obvious. Of course it may be used in a $2 \times 2$ game; but in that case if there is a dominant row or column, there is also a saddle-point.

## MIXED STRATEGIES

If there is no saddle-point, examine the strategies of the player who has many for dominance. If the player with more than two strategies is Blue, eliminate the dominated ones; if the many-strategy player is Red, drop the dominant ones. The game which remains (which of course may still be just the original game, for there may be no dominance) then really contains a $2 \times 2$ game which has this property: Its solution is also a solution to the $2 \times m$ game. The theory of how to find that critical $2 \times 2$ game is painfully simple, although the practice may be very tedious: just look for it.

That means, take one of the $2 \times 2$ 's, solve it, and try the solution in the original game. If the mix for the 2 -strategy player holds up against each of the strategies of the many-strategy player, you've discovered the solution. 'Holds up' means that the 2 -strategy player does at least as well (usually better) against any of the other fellow's strategies as he does against the pair that appear in the $2 \times 2$ subgame.

Let's try to point up the last remark a little better. In the $2 \times 2$ games which called for mixed strategies, we found that a player using a good mixture would win the same quantity against either of his opponent's two strategies. We said it wasn't a very satisfying state of affairs, but that something better was coming. Now it has. In the $2 \times m$ game, one still wins the same quantity against either of the strategies which appear in the opponent's best mix, but one wins more against the opponent's remaining strategies; there are exceptions, where the winnings are the same against some or all the remaining strategies, too, but usually one gets more.

Perhaps some examples will help. Take


Here the maxmin and the minmax are equal (to zero), and so the game has a saddle-point. It's a fair game, because its value is zero. The best strategies are Blue 1 vs. Red 3.

Let's take another, say,

|  |  |  |  |  |  |  |  |  | + |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 1 | 2 | 3 | 4 | 5 | 6 | 7 | Min |
| Blue | 1 | -6 | -1 | 1 | 4 | 7 | 4 | 3 | -6 |
|  | 2 | 7 | -2 | 6 | 3 | -2 | -5 | 7 | $-5^{*}$ |
| Col <br> Max |  | 7 | $-1^{*}$ | 6 | 4 | 7 | 4 | 7 |  |

Here the maxmin is -5 and the minmax is -1 ; so there is no saddle-point. However, Red 3, 4, 5, and 7 dominate Red 2; so the game may be reduced to

|  |  | Red |  |
| :---: | :---: | :---: | :---: |
|  | 1 | 2 | 6 |
| Blue | -6 | $-1$ | 4 |
|  | 7 | -2 | -5 |

in which we must search for a $2 \times 2$ game whose solution satisfies the $2 \times 3$ game (and which, incidentally, will then automatically satisfy the original $2 \times 7$ game).

We start with the first one,

|  | Red |  |
| :---: | :---: | :---: |
|  | 1 | 2 |
| 1 | -6 | $-1$ |
| 2 | 7 | -2 |

which, by methods tried and true, we find has the solution 9:5 for Blue and 1:13 for Red. The value of this game is

$$
\frac{9 \times(-6)+5 \times 7}{9+5}=-\frac{19}{14}
$$

when Blue plays 9:5 against Red 1. It is of course the same when used against Red 2; i.e.,

$$
\frac{9 \times(-1)+5 \times(-2)}{14}=-\frac{19}{14}
$$

The test of the pudding will come when we try the Blue $9: 5$ mix against the remaining Red strategy (Red 6) -the yield must be greater than (or equal to) $-19 / 14$. One should always be hopeful at this point; if it is not a solution, the disappointment will be with us long enough, after we discover it. Against Red 6, this Blue mix will win

$$
\frac{9 \times 4+5 \times(-5)}{9+5}=\frac{11}{14}
$$

which is certainly larger than $-19 / 14$; so the $9: 5$ mix for Blue and the 1:13:0:0:0:0:0 mix for Red are good strategies for them to use in this game. In this example, the first $2 \times 2$ we tried worked. You can plainly see that life won't be that good, generally. If we had not eliminated several strategies by the dominance argument, there would have been $\frac{7 \times 6}{2} 2 \times 2$ 's in this game, and we might have had to try all 21 of them before meeting with success. (In a $2 \times m$ game, there are $\frac{m(m-1)}{2}$ games of the $2 \times 2$ variety.)

## GRAPHICAL SOLUTION

While we don't want to burden you with special tricks, we can't resist giving one here, just to make the $2 \times m$ livable. And make the most of this, for you won't have things like this later, in larger games, when you will need them more! Using the last example, i.e.,

Red

|  | 1 | 2 | 3 | 4 | 5 | 6 | 7 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | -6 | -1 | 1 | 4 | 7 | 4 | 3 |
| 2 | 7 | -2 | 6 | 3 | -2 | -5 | 7 |

plot the payoffs ( -6 and 7 ) of the first Red strategy on separate vertical axes and connect the points, as shown at the left below. Do the same for all of Red's strategies, all on the same graph, as shown at the right:


Quite a mess, of course, but strictly utilitarian. Now make double weight the line segments which bound the figure from below; then find and mark with a dot the highest point on this double-weight boundary. The lines which intersect at the dot identify the strategies Red should use in his mixture.

In the last graph, sections of lines (1) and (2) fulfill these conditions, so that Red's good mixture is based on Red 1 and 2, which agrees with our earlier finding. Once the significant pair is identified, it is easy to compute, from the $2 \times 2$, the good strategies for Blue and Red in the $2 \times m$ game. Note that this single graph has permitted us to identify instantly (after an hour of searching for the ruler) the significant one among twenty-one $2 \times 2$ games.

If you are dealing with an $m \times 2$ game, in which Blue has many strategies, the graphical method for identifying the significant pair of Blue strategies is similar to the above: Mark the line segments which bound the graph from above, and dot the lowest point on this boundary; the lines which pass through the dot identify the critical strategies for Blue.

For example, the graph of this game, Red

|  | 1 | 2 |
| ---: | ---: | ---: |
|  | 4 | -3 |
|  | 4 | 2 |
|  | 2 | 1 |
|  | -1 | 3 |
|  | 0 | -1 |
|  | -3 | 0 |
|  |  |  |

is


So Blue's mixed strategy is based on Blue 2 and Blue 3.
Time for a few illustrative examples again.

## EXAMPLE II. THE SPELLERS

Goldsen and Kershaw, owing to a natural bent, get into a battle of words. Kershaw, hoping to turn this to economic account, finally suggests that they create words, or try to, according to the scheme he outlines:
"Suppose you choose either the letter $a$ or the letter $i$, and, independently, I will choose $f, t$, or $x$. If the two letters chosen form a word, I will pay you $\$ 1$, plus a $\$ 3$ bonus if the word is a noun or pronoun. In the rare event that the letters chosen don't form a word, you pay me $\$ 2$. ."
"I never go into a thing like that," says Goldsen, "without a deep analysis of the what-where-when aspects, including the game-theoretic. Pardon me a moment."

He writes out the payoff matrix,

and examines it for a saddle-point; but the greatest row minimum $(-2)$ does not equal the least column maximum (1); so the matrix has no saddle-point. Before looking for a mixed strategy, he notices that Kershaw's strategy $f$ is dominated by his strategy $t$, i.e., for Kershaw, $t$ is worse than $f$, box by box, and therefore it will be conservative to assume that Kershaw won't use $t$. This leaves for consideration the matrix

| Goldsen | Kershaw |  | Goldsen Odds |
| :---: | :---: | :---: | :---: |
|  | $f$ | $x$ |  |
|  | -2 | 4 | 3 |
| $i$ | 1 | -2 | 6 |
| Kershaw <br> Odds | 6 | 3 |  |

which readily yields the information that Goldsen should choose $a$ and $i$, at random, in the mixture of 3 to 6 (or 1 to 2 ). Kershaw, who proposed the game, knows that he should choose $f, t$, or $x$ according to the odds 6:0:3; i.e., he should choose twice as many $f$ 's as $x$ 's, and no $t$ 's.

Goldsen still hasn't decided he wants to play this game.
"Wait till I compute the value, old chap," he mumbles. "I may find a parameter, or something. Now, let's see: if he uses $f$, I'll average about $\frac{1 \times(-2)+2 \times 1}{3}=0-$ not much, but not fatal. If he uses $t$,

I'll get $\frac{1 \times 1+2 \times 4}{3}=\$ 3$; and I hope he does. If he uses $x$, I'll get $\frac{1 \times 4+2 \times(-2)}{3}=0$. Umm . . this looks like an eminently fair game. I'm surprised at you. Shall we play?"

## EXAMPLE 12. THE SPORTS KIT

Two Muscovite guards-call them A and B, though those are not their names-obtain at the canteen a sports kit. This contains a carton of Pall Malls, a revolver, a bullet, and rules for Russian Roulette. (The most interesting thing we've uncovered in working up this example is that Russians often call it 'French Roulette,' that Frenchmen call it 'Spanish Roulette,' and so on;* but the Russians would

doubtless claim the invention if they appreciated the benefits that would follow its adoption as the official Party sport.)

Each player antes a pack of cigarettes. As senior officer present, A plays first. He may add two packs to the pot and pass the gun to B; or he may add one pack, spin the cylinder, test fire at his own head, and (God willing) hand the gun to B. If and when B gets the

[^5]gun, he has the same options: he may hand it back, adding two packs, of course; or he may add one pack and try the gun. The game is now ended. Each picks up half the pot, if that is feasible; otherwise the bereaved picks it all up.

Player A has two strategies: (1) he may pass or (2) he may gamble. Player B has four strategies: (1) he may pass, ignoring A's decision; or (2) he may gamble, ignoring it; or (3) he may mimic $A$; or (4) he may do the opposite of what A does.

The calculation of the payoff matrix is elementary, fussy, and boring to read and to write; therefore we leave the verification as an exercise. (This is ingenious!)* It turns out to be


The maxmin and minmax are equal; so the game has a saddle-point-at B2-A2. This means that A should always gamble and B should always gamble. And the game is unfair to A .

[^6]This game is somewhat more than just another $2 \times m$, for it has this special property: the players have complete information about past events at the times they make their decisions. Analysis has in fact been carried out by mathematicians, which proves that every game of complete information has a saddle-point; so it isn't surprising that this one has. They may or may not also have good mixed-strategy solutions.

Chess is another game with complete information. Hence there is a way to play it-a pure strategy-which is at least as good as any mixed strategy. We don't know what this saddle-point strategy is, nor whether it leads to a win for White or for Black, or to a draw-the game is too large and complicated for analysis. Direct enumeration of the strategies is quite impossible, since the estimated number (of strategies) contains more zeros than you could write in a lifetime. If we did know the solution, there would be no point in playing the game.

Bridge and Poker, which are also beyond present-day analysis, are not games of complete information. The outcome of chance eventsthe deal of the cards-is only partially known to the participants during the play of the hand. Good play undoubtedly requires a mixed strategy.

## EXAMPLE 13. THE HI-FI

The firm of Gunning \& Kappler manufactures an amplifier having remarkable fidelity in the range above 10,000 cycles-it is exciting comment among dog whistlers in the carriage trade. Its performance depends critically on the characteristics of one small, inaccessible condenser. This normally costs Gunning \& Kappler \$1, but they are set back a total of $\$ 10$, on the average, if the original condenser is defective.

There are some alternatives open to them: It is possible for them to buy a superior-quality condenser, at $\$ 6$, which is fully guaranteed; the manufacturer will make good the condenser and the costs incurred in getting the amplifier to operate. There is available also a condenser covered by an insurance policy which states, in effect, "If it is our fault, we will bear the costs and you get your money back." This item costs $\$ 10$.

Their problem reduces to this $3 \times 2$ game:

|  |  | Nature |  |
| :---: | :---: | :---: | :---: |
|  |  | Defect | No Defect |
| Gunning \& Kappler | (1) Cheap | $-10$ | -1 |
|  | (2) Guarantee | -6 | -6 |
|  | (3) Insure | 0 | $-10$ |

By graphical examination (or by trial, if you prefer),

we find that (1) and (3) are the pertinent strategies; so we calculate the odds for them:


The odds are $10: 9$ for this $2 \times 2$; so their mixed strategy for the original game is $10: 0: 9$. That is, each time that they install a con-
denser they should leave it to chance whether they use a cheap $\$ 1$ condenser or one of the expensive insured ones, with the odds weighted slightly in favor of the former. They should not buy the $\$ 6$ condenser.

The value of the game is

$$
\frac{10 \times(-10)+9 \times 0}{10+9}=-5 \frac{5}{19} .
$$

Thus the average amount they may have to spend per amplifier is approximately $\$ 5.26$.

## CHANCE DEVICES

You may wonder, just as a practical matter, where to find a chance device that will produce odds such as those required by mixed-strategy games. A coin will serve for odds of 1 to 1 . A die will produce 1 to 5 , 2 to 4 , and so on up to 5 to 1 . A deck of cards can produce things like 1 to 12 (e.g., Ace vs. non-Ace), 3 to 10 (e.g., face card vs. nonface card), etc. The second hand on your watch will serve very well for a random number between 0 and 59-if you haven't been peeking at it lately, so you won't know the answer in advance, even approximately. But a game may require any set of numbers as odds; so you should have a general method of producing them. We shall therefore do a brief excursion on this subject.

A device that meets the requirements is a table of random numbers. A sample of such a table is given here:

| 35 | 07 | 53 | 39 | 49 |
| :--- | :--- | :--- | :--- | :--- |
| 56 | 62 | 33 | 44 | 42 |
| 36 | 40 | 98 | 32 | 32 |
| 57 | 62 | 05 | 26 | 06 |
| 07 | 39 | 93 | 74 | 08 |
| 68 | 98 | 00 | 53 | 39 |
| 14 | 45 | 40 | 45 | 04 |
| 07 | 48 | 18 | 38 | 28 |
| 27 | 49 | 99 | 87 | 48 |
| 35 | 90 | 29 | 13 | 86 |

The fact that these digits are set off in groups of two has no significance other than antieyestrain. You can start at any point in a large
table of this kind and read up or down, right or left, taking the digits in groups of $1,2,3$, or more, always with the same result: nonsense, unexpectedness, randomness. While a lot of thought goes into the production of such numbers, there is supposed to be none embodied in them. (This is part of a table, containing a million random digits, produced by a sort of super electronic roulette wheel. A small section of that table is reproduced in the Appendix.)

It would be unwise to suppose that you can, reliably, write down a random sequence of digits, out of your head. Habits, prejudices, orderliness, and so on, all militate against its being random; the best pedigree you could have, to make the effort a sound one, would be that of a perfect imbecile, in the full medical sense.

How are such tables used to produce the odds we desire? Take the odds $5: 2$, for illustration: Decide where you will start in the table by stabbing with a finger a few times to get page, row, and column numbers; start there. Perhaps you have the tenth digit in the eighth column of page 1 . If that digit is a $0,1,2,3$, or 4 , play Strategy 1 . If it is a 5 or 6 , play Strategy 2. If it is a 7,8 , or 9 , skip it and take the digit immediately below (or above, but decide in advance) and use it to determine which strategy to employ. For the next play of the game (if there is another), take the digit below the last one used and proceed as before, playing Strategy 1 if the digit is a $0,1,2,3$, or 4 , playing Strategy 2 if it is a 5 or 6 , and moving to a new entry in the table (up or down, as previously decided) if it is a 7,8 , or 9 . Similarly, if the odds that concern you are 85 to 9 , decide on the location of a pair of digits to be used. If they form a number in the range 00 to 84 , play Strategy 1; if in the range 85 to 93 , play Strategy 2; if they form 94 to 99 , forget them and take the next pair.

Minor modifications of this method are sometimes desirable. For instance, odds of 7 to 4 , which total 11 , require that you use a twodigit random number, which ranges from 00 to 99 ; but any number between 11 and 99 will be rejected, and so the method wastes a lot of numbers. If you are wealthy in random digits, it still costs you time to scan and reject so many numbers. The solution in this case is: Divide the largest two-digit number, 99, by the sum of the oddments, 11. The answer is exactly 9 in this instance; in general, it will be a whole number plus a fraction. Now multiply each of the oddments by that whole number, 9 ; this yields $7 \times 9=63$ and $4 \times 9=36$, which is a good form in which to use the oddments. You would now
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adopt Strategy 1 when the table shows a number in the range 0 to 62 , and Strategy 2 for numbers in the range 63 to 98 . You would reject the number 99.

## SUMMARY OF $2 \times m$ METHODS

Before leaving you with some Exercises, we shall review briefly the technique of solving $2 \times m$ games. To this end, consider the game

Red

|  | 1 | 2 | 3 | 4 |
| :---: | :---: | :---: | :---: | :---: |
| 1 | -4 | -2 | 3 | 4 |
| 2 | 6 | 5 | 0 | 1 |

Is there a saddle-point? We look at the maxmin and minmax:


These are 0 and 3 , so there is no saddle-point; we abandon that effort.


We note that Red 4 is worse than Red 3, box by box; so it could be eliminated immediately. However, we intend to seek the significant pair of strategies graphically, and the dominated Red 4 will be eliminated automatically. Plotting the four Red strategies, we get the graph at the left.

The highest point on the lower envelope is at the intersection of Red 1 and Red 3; so these are the pertinent strategies. The subgame based on these is

|  | Red |  |
| :---: | :---: | :---: |
|  | 1 | 3 |
| 1 | -4 | 3 |
| Blue 2 | 6 | 0 |

It does not have a saddle-point; so we compute the mixed strategies. The oddments for Blue are based on

and those for Red are based on
Red

so Blue's best mixture is $6: 7$, while Red's is $3: 10$. Returning to the original $2 \times 4$ game, we see that Blue should use the grand strategy 6:7, while Red should use 3:0:10:0.

The value of the game is found by playing Blue's good grand strategy, 6:7, against either of the strategies in Red's good mix, i.e., against Red 1 or Red 3. Using Red 1, we find the value to be

$$
\frac{6 \times(-4)+7 \times 6}{6+7}=\frac{18}{13}
$$

## EXERCISES 2

Determine the oddments and values of the following games:
1.

2.

|  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | 1 | 2 | 3 | 4 |
| Blue | -2 | -6 | -5 | $-1$ |
|  | -3 | $-7$ | -6 | -2 |

3. 

Red

Blue |  | 1 |  | 2 |
| :---: | :---: | :---: | :---: |
|  | 3 |  |  |
|  | 4 | 0 | 2 |
|  | 6 | 7 | 1 |
|  |  |  |  |

4. 

Red

|  | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Blue | 11 | 18 | 24 | 30 | 24 | 20 | 21 | 23 |
|  | 24 | 30 | 24 | 23 | 21 | 17 | 18 | 20 |

5. 

Red

6.
Red

|  |
| :---: |
| Blue |
|  |  |
|  |
|  |
|  | |  | 1 | 2 | 3 | 4 |
| ---: | ---: | ---: | ---: | ---: |
|  | 10 | 7 | 11 | 0 |
|  | -8 | -2 | -9 | 1 |

7. 

|  |  |  | ed |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 | 2 | 3 | 4 | 5 |
| Blue | 5 | -2 | 3 | 7 | 0 |
|  | 0 | 5 | 2 | 2 | 6 |

8. 

Red

|  | 1 | 2 | 3 | 4 | 5 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Blue | 1 | -3 | 5 | -7 | 9 |
|  | -2 | 4 | -6 | 8 | $-10$ |

9. 

|  |  |  | Red |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 | 2 | 3 | 4 | 5 |
| Blue | -1 | 3 | -5 | 7 | -9 |
|  | 2 | -4 | 6 | -8 | 10 |
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|  | Red |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 | 2 | 3 | 4 | 5 |
| Blue | 9 | -5 | 7 | 1 | -3 |
|  | $-10$ | 4 | -8 | -6 | 2 |

11. 

|  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | 1 | 2 | 3 | 4 |
| Blue | 8 | 0 | 6 | 7 |
|  | 3 | 6 | 3 | 1 |

12. 

|  |  | Red |  |
| :---: | :---: | :---: | :---: |
|  | 1 | 2 | 3 |
| Blue | 4 | 6 | 0 |
|  | 3 | 0 | 7 |

Red
13.

|  | 1 | 2 | 3 | 4 | 5 | 6 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Blue | 0 | 9 | 8 | 7 | 4 | 2 |
|  | 10 | 1 | 2 | 3 | 6 | 8 |

14. 

|  | Red |  |
| :---: | :---: | :---: |
|  | 1 | 2 |
| 1 | 1 | 3 |
| Blue 2 | 5 | 7 |
| 3 | 9 | 11 |

15. 

Red

|  | 1 | 2 |
| ---: | :---: | :---: |
|  | 1 | 1 |
| Blue | 5 |  |
|  | 2 | 2 |
|  | 3 | 3 |
|  | 4 | 4 |
|  | 2 |  |
|  | 5 | 1 |


| 7. | Red |  |
| :---: | :---: | :---: |
|  | 1 | 2 |
| 1 | -2 | 3 |
| Blue 2 | 3 | -2 |
| 3 | 0 | 0 |

19. 


16.

Red
18.
Red
Blue 2

20.
Red

|  | 1 | 2 |
| ---: | :---: | :---: |
|  | 1 | 9 |
|  | 1 |  |
|  | 2 | 7 |
|  | 5 |  |
|  | 8 | 3 |
|  | 4 | 5 |

# Three-strategy Games <br> part one: $3 \times 3$ Games 

## MORALE-BUILDING DISCOURSE

It will become very tedious to explain how to solve large games ( $10 \times 10$, for instance), with our feet resting only on arithmetic, rather than on the lofty ground of higher mathematics. The difficulties may compare to those in teaching an intelligent-but completely unlettered-child how to render in Spencerian script the names of the American Indian tribes, the instruction all taking place over a telephone, in a somewhat strange dialect, spoken by another child. Solving the $3 \times 3$ may compare to teaching, by the same means, how to print CAT--itself no mean feat for either party. It is hoped that author and reader don't become alienated in the course of the project.

Before we begin on $3 \times 3$ 's, it may be useful to review briefly the general outline of the problem-solving technique we are developing. Faced with a conflict situation which offers several alternatives of action, how do you apply Game Theory to it?

Well, first, you list all options (sequences of choices) that are jointly open to you and the enemy-and you must be sure to include chance events that Nature may tuck in, if the possibility is there. Taken literally, this first step is usually impossible, but it may become possible and be adequate if you include just those sequences of possible actions which appear to be highly significant. It is at this point that the art and judgment of the mathematical modelmaker are most severely tested: any fool can list more factors in a given situation than the gods could analyze - for instance, Newton should really have taken account of the fact that the planets are oblate spheroids, that some have mountains, that at least one has trees, and termites, and other pleasant and unpleasant things-and real discrimination is needed to decide where to break off. In practice, you must always break off
when you judge that the model has enough factors for you to learn something about your problem from it.

After listing the strategies of the players, you must calculate, or estimate, or guess the payoffs which are associated with each pairone Blue and one Red strategy. Sometimes these payoffs are specifically stated as part of the rules of the game. Sometimes you must compute them by means of probability theory or some other scheme of logical deduction. Sometimes (and this happens embarrassingly often in practical cases) you must just use your best judgment in estimating these payoffs, or in guessing them. But you must have them, and have them in specific numerical form, usually, before you can get forward. (The actual latitude in these matters is discussed in several examples throughout the book, and in some detail in the two sections following page 193.)

When the payoffs are known, the game matrix may be written and you are ready to begin the analysis. What is the purpose of the analysis? To find out how best to play the game, and to assess its value, i.e., to estimate how much you can expect to win or lose if you and the enemy play it well. 'How to play' is synonymous with 'which strategy to use,' or with 'which strategies to choose among, using a suitable random device (whose characteristics you must determine) to identify the chosen.'

And now, back to the crank. Some $3 \times 3$ games are easy to solve and some are not. You are condemned to work through a battery of methods every time you meet a new one, sustained only by the sure knowledge that there is a solution.* Fortunately, much of it is the same as $2 \times 2$ work. Unfortunately, the part that is not the same will have to be learned by rote, as is common in primers. This is regrettable, but unavoidable, we believe, for quite a lot of mathematics must be concealed by simple procedures. After all, when you learned how to find the square root of a number, some years ago, you probably did not have a glimmer of an idea as to why the procedure you were taught actually worked-at least the present writer didn't understand it. And few operators of motor vehicles have deep knowledge of internal-combustion engines.
*After sampling this chapter, the reader may wish to turn to Chapter 6 for a general method of solving games.

## SADDLE-POINTS

The first thing to do is look for a saddle-point, and hope there is one. The process is short and painless. For example, the game may look like this:

|  |  | Red |  |
| :---: | :---: | :---: | :---: |
|  | 1 | 2 | 3 |
| 1 | 3 | 0 | 2 |
| Blue | -4 | -1 | 3 |
|  | 2 | -2 | $-1$ |

Run through and pick out the minimum in each row, and mark the greatest one. Similarly, pick out the maximum in each column, and mark the least. This gives you:


If these two marked numbers are the same, as they are here, your work is done, for they identify a good strategy for each player. When there is a saddle-point, each player should use the pure strategy which corresponds to it-Blue 1 and Red 2, in the present case. Moreover, the marked numbers are equal to the value of the game. This happens to be zero here, which indicates it is a fair game for all concerned. Note that neither player can be hurt so long as he sticks to his best strategy, but that he will be hurt if he alone departs from the path of virtue.

## DOMINANCE

Now let us consider this game:


Just a collection of numbers, which looks neither better nor worse than the last one, so we try to find a saddle-point. The rows yield a maxmin of 1 and the columns a minmax of 2 ; so we have nothing for our pains. Well, not quite nothing, for these two numbers tell us that the value of the game is greater than 1 and less than 2.

Let us examine it for dominant strategies. That is, is there any pure strategy which it is patently stupid for Blue (or Red) to use?

Blue wants the payoff to be large. Note that Blue 2 is better, box by box, than Blue 3. So why consider Blue 3, ever? Let's cut it out. Similarly, Red, who wants small payoffs (to Blue), sees that Red 1 is always worse than Red 3; so we drop Red 1.

This leaves us with a $2 \times 2$ game, namely,
Red

which we know how to solve; i.e.,


So the solution to the $3 \times 3$ game is:

|  |  | Red |  |  | Blue <br> Odds |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 1 | 2 | 3 |  |
|  | 1 | 3 | 0 | 2 | 4 |
| Blue 2 | 2 | 4 | 5 | 1 | 2 |
|  | 3 | 2 | 3 | -1 | 0 |
| Red Odds |  | 0 | 1 | 5 |  |

Blue should mix his strategies according to the odds 4:2:0, and Red should mix his according to the odds $0: 1: 5$. The oddment 0 means that the strategy is not employed, of course.

If we had found only one strategy to eliminate by dominance, we should have been left with a $2 \times 3$ game to solve, instead of a $2 \times 2$; but we have learned how to solve $2 \times 3$ 's, too.

As you see, the concept of Dominance, just as that of Saddle-point, is the same in $3 \times 3$ games as it was in $2 \times m$ 's. The implications are these: If the $3 \times 3$ has a saddle-point, a good grand strategy is a good pure strategy. If there is no saddle-point, but there is a dominant row or column (or both), then a good grand strategy is a mixed strategy based on two pure strategies.

## VALUE OF THE GAME

The average value of a $3 \times 3$ game--the value which good play will guarantee you in the long run-is also found by a natural extension of the $2 \times 2$ method: Calculate the average payoff when, say,

Blue's good mix is used against one of the pure strategies in Red's best mix. Thus, in the last example, Blue will average (against Red 2)

$$
\frac{4 \times 0+2 \times 5+0 \times 3}{4+2+0}=\frac{5}{3}
$$

It is the same against Red 3. Moreover, Red's good mix holds his losses to $5 / 3$ against Blue 1, and against Blue 2.

If either player uses his one forbidden strategy-Blue 3 and Red 1 -the results deteriorate. Thus a transgression by Red yields Blue

$$
\frac{4 \times 3+2 \times 4+0 \times 2}{4+2+0}=\frac{10}{3}
$$

and if Blue slips, the payoff becomes

$$
\frac{0 \times 2+1 \times 3+5 \times(-1)}{0+1+5}=-\frac{1}{3}
$$

i.e., Red manages to win $1 / 3$ in a game which is basically unfair for him. You can see that we are working up to games where a poor player cannot depend on his opponent's good play to keep the game in balance for him, as was the case for $2 \times 2$ 's with mixed strategies. In more complicated games, the fact that your opponent uses his head by no means excuses you for not using yours. On the contrary -and as you would expect-you have to pay a price for being foolish.

## THREE ACTIVE STRATEGIES

So far, we have discussed the solution of $3 \times 3$ 's having one active strategy (under Saddle-point), and of some having two active strategies (under Dominance). We now divulge a technique for writing the solutions to $3 \times 3$ games which have three active strategies. Be sure to test for saddle-point and dominance before using the following, as it won't work if either of them will; like surgery, this method is a last resort (almost) procedure, to be used only if medicines fail.

Consider this game:
Red

|  | 1 | 2 | 3 |
| :---: | :---: | :---: | :---: |
| 1 | 6 | 0 | 6 |
| Blue 2 | 8 | -2 | 0 |
| 3 | 4 | 6 | 5 |

We test for saddle-point and dominance. No luck. It's time for the new rule of thumb.

To begin with, let us confine our attention to Red and determine the frequency with which he should play his various strategies. (I know, you are Blue; but we have to do the work for both Blue and Red, and we feel it is just a little easier to start with Red.) First, subtract each row from the preceding row, i.e., each payoff from the payoff directly above it, and write the results in a new set of boxes:


The oddment for Red 1 is found from the numbers in the following shaded boxes (obtained by striking out the Red 1 column in the last matrix):


The numerical value of this foursome is the difference between the diagonal products,

that is,

$$
2 \times(-5)-6 \times(-8)=38
$$

This number, 38, represents the oddment Red 1. If it had turned out to be -38 , we should have neglected the minus sign and still claimed 38 as the number sought; but be very careful to keep all signs until you finish computing the oddment.

In exactly the same manner, we may obtain the oddments for Red 2 and Red 3. For Red 2, we strike out the Red 2 column of the shaded matrix, leaving

Red
2

from which we see that the oddment Red 2 is governed by the foursome


Here the difference of the diagonal products is

$$
(-2) \times(-5)-4 \times 6=-14
$$

so the Red 2 oddment is 14 . Similarly, we find 8 for Red 3. Collecting results, we have the odds $38: 14: 8$, which describes Red's best mixed strategy.

We get Blue's best mixed strategy in a comparable way, working with the columns instead of rows. Subtracting each column from the preceding one, i.e., each payoff from the payoff on its left, the original matrix yields:

and the oddment Blue 1 is governed by this:

which has the value $10 \times 1-(-2) \times(-2)=6$. Similarly, we find -6 and 48 for Blue 2 and 3 ; so the best mixed strategy is $6: 6: 48$.

Now we have what we hope * is the solution, namely,


Common factors may be eliminated from both sets of odds. Thus those for Blue contain the common factor 6 , and when we divide by it, we get the simpler (but equivalent) set 1:1:8. Similarly, we can suppress a factor 2 in Red's odds, and write them as 19:7:4.

The last step in the three-active-strategies procedure-and it is an essential step-is to try out these sets of odds to see whether they have the characteristics of a solution: Recail that a player's best mixture should yield the same payoff against each pure strategy the enemy should use, which means all of them in this instance. The calculations are easy.

If Blue plays his 1:1:8 mix against Red 1, his average winnings are

$$
\frac{1 \times 6+1 \times 8+8 \times 4}{1+1+8}=\frac{23}{5}
$$

Against Red 2 also he collects

$$
\frac{1 \times 0+1 \times(-2)+8 \times 6}{1+1+8}=\frac{23}{5}
$$

and against Red 3,

$$
\frac{1 \times 6+1 \times 0+8 \times 5}{1+1+8}=\frac{23}{5}
$$

So far, so good. Now try Red's 19:7:4 mix against Blue 1. He loses

[^7]$$
\frac{19 \times 6+7 \times 0+4 \times 6}{19+7+4}=\frac{23}{5}
$$
and the same losses occur against Blue 2 and Blue 3.
We have solved the game, and its value is $23 / 5$, or $43 / 5$. We know we have solved it, because the average payoff is the same when either player's best mix is played against any pure strategy which appears in the other fellow's best mix.

## GAMES WE WISH YOU'D NEVER MET

It turns out that the foregoing battery of methods for solving $3 \times 3$ games falls flat on its face, from time to time. Which is to say, there are subtleties in some game payoff-matrixes which affect the generality of the methods offered to you.

As an example and just in passing now:* You will recall some discussion of dominance. Some pure strategies are obviously inferior to others; so they should not be used. Well, sometimes there is a pure strategy which is inferior to a felicitous mixture of others, and hence it should not be used. If one of these cases turns up, our methods fail. There are other troubles, similar in nature to this one, which can cause failure. But we can fix them all.

A failure of the $3 \times 3$ method given last is always associated with a forbidden strategy: For some reason-probably obscure-one or another of the pure strategies should be abandoned forthwith. And this is the clue to our procedure-pedestrian for sure, but it gets there.

Drop a strategy (any one) and solve the remaining game; then try this solution in the original game. If it works, you have conquered. If it fails, try dropping one of the other strategies. Again solve the remaining game and try the solution in the original. This has to succeed, eventually.

Let's try one: Red

|  | 1 | 2 | 3 |
| :---: | :---: | :---: | :---: |
| 1 | 6 | 0 | 3 |
| Blue 2 | 8 | -2 | 3 |
| 3 | 4 | 6 | 5 |

[^8]This looks no worse than the last example; in fact, only two of the numbers are changed. We proceed as usual: no saddle-point, no dominance. So we busy ourselves with the three-active-strategies arith-metic-described in the last section-and get, for Blue, 0:0:0; and for Red, 4:4:8. Trouble leaps to the eye this time, for it appears that Blue doesn't want to play any strategy, which is simply not allowable, for we are trying to find out how they should play if they do play. We are lucky that it is obvious that something is wrong, for it could have happened that the odds wore the garments of respectability, such as $3: 7: 5$, but that they were in fact spurious; this would have shown up only when we tried to verify the solutions by calculating the value of the game, etc.

As a trial corrective measure, leave out Blue 1. This gives us the following game:
Red

Blue \begin{tabular}{r|r|r|r|}
\& \multicolumn{1}{c}{1} \& \multicolumn{1}{c}{2} \& \multicolumn{1}{c}{3} <br>

\hline \& | 8 | -2 | 3 |
| ---: | ---: | ---: |
| 4 | 6 | 5 | \&

\end{tabular}

We look for a $2 \times 2$ solution to this $2 \times 3$ game. Beginning with

|  |  |  |
| :---: | :---: | :---: |
|  | 1 | 2 |
| Blue | 8 | -2 |
|  | 4 | 6 |

we find one solution of the reduced game, namely,


We try this in the original game (omitting common factors in the odds):

|  |  | Red |  |  | Blue Odds |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 1 | 2 | 3 |  |
|  | 1 | 6 | 0 | 3 | 0 |
| Blue | 2 | 8 | -2 | 3 | 1 |
|  | 3 | 4 | 6 | 5 | 5 |
| Red <br> Odds |  | 2 | 1 | 0 |  |

Is it a solution? Well, Blue wins, against Red 1, the amount

$$
\frac{0 \times 6+1 \times 8+5 \times 4}{0+1+5}=42 / 3
$$

and the same against Red 2 and Red 3. (It wouldn't have been surprising if Blue had done better than $42 / 3$ against Red 3; it just happens he doesn't.) On the other hand, Red, against Blue 1, loses

$$
\frac{2 \times 6+1 \times 0+0 \times 3}{2+1}=4
$$

and this is permissible, for Red will usually do better than the value of the game when Blue uses a strategy that does not appear in the good Blue mix. Similarly, we find that Red loses $42 / 3$ against Blue 2 or Blue 3.

Thus we have a solution. Either player can guarantee, by sticking to the calculated mixture ( $0: 1: 5$ and $2: 1: 0$, respectively), to keep the average payoff at $42 / 3$ if the enemy uses one of the pure strategies which occur in his good mix and to do at least as well as $42 / 3$ if the enemy uses a dubious strategy.

It is very unfortunate that all of this has taken so long to explain, when it's so simple to do. If you are still with us, you have (in terms of the analogy given at the beginning of the chapter) learned to print CAT, in spite of formidable communications.

Perhaps we should review a point which has appeared from time to time: Good play, i.e., use of the proper mixed strategy by Blue (for instance), sometimes provides an insurance policy for both players, since many schemes of play adopted by Red do as well as his best
mixed strategy would do. But the insurance policy is ironclad only for Blue, the player using the mixed strategy. Red can really coast against the best mix only when his (Red's) best mixture (which we suppose he isn't using) contains all the pure strategies; Red may then, with impunity, play any pure strategy against the best Blue mixture, whatever that happens to be. But if certain pure strategies are not allowed in Red's best mixture, then he dare not use one of those verboten pure strategies against the good Blue mix.

So use of mixed strategies does not automatically and fully ensure the enemy against needless loss. Rather, it automatically and fully ensures you against needless loss, always. And, in addition, it exacts penalties from the enemy in cases where the enemy has bad strategies available and uses them. It does not, unfortunately, guarantee that these extra penalties will be as heavy as possible.

## EXAMPLE 14. SCISSORS-PAPER-STONE

One of the games analyzed early in the history of Game Theory was Scissors-Paper-Stone, a game played by children.* The solution is intuitively obvious; so it was interesting to work toward a known result.

The two players simultaneously name (or characterize through pantomime) one of the three objects. If both name the same object, the game is a draw. Otherwise, superiority is based on the fact that Scissors cuts Paper, that Stone breaks Scissors, and that Paper covers Stone. The payoff matrix is therefore this:

|  | Red |  |  |
| ---: | ---: | ---: | ---: |
| Scis- <br> sors |  |  |  |
|  | 0 | 1 | -1 |
|  | Pluper Stone |  |  |
|  | -1 | 0 | 1 |
|  | 1 | -1 | 0 |

[^9]There is neither a saddle-point nor a dominant strategy. Red's mixed strategy is found from this matrix:

Red
Scis-
sors

| 1 | Paper Stone |  |
| :---: | :---: | :---: |
| -2 | 1 | -2 |
| -2 | 1 |  |

obtained by subtracting each row from the preceding one. The oddment for Scissors is based on

Red
Scis-
sors

that is,

$$
1 \times 1-1 \times(-2)=3
$$

For Red's Paper, this diagram


$$
1 \times 1-(-2) \times(-2)=-3
$$

For Red's Stone, this diagram Red

Stone

leads to

$$
1 \times 1-1 \times(-2)=3
$$

By symmetry, the results for Blue will be the same; so the players should play each of the three pure strategies with the same odds, i.e., $1: 1: 1$. (Since the method may fail, such results must always be checked.)

## EXAMPLE 15. THE COAL PROBLEM

On a sultry summer afternoon, Hans' wandering mind alights upon the winter coal problem. It takes about 15 tons to heat his house during a normal winter, but he has observed extremes when as little as 10 tons and as much as 20 were used. He also recalls that the price

per ton seems to fluctuate with the weather, being $\$ 10, \$ 15$, and $\$ 20$ a ton during mild, normal, and severe winters. He can buy now, however, at $\$ 10$ a ton.

What to do? Should he buy all, or part, of his supply now? He may move to California in the spring, and he cannot take excess coal with him. He views all long-range weather forecasters, including ground hogs, ${ }^{*}$ dimly.

He considers three pure strategies, namely, to buy 10,15 , or 20 tons now and the rest, if any, later. The costs of the various alternatives are easily found to be

|  | Winter |  |  | Row |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
|  | Mild |  | Normal | Severe |  |
| Rin |  |  |  |  |  |

This game has a saddle-point, corresponding to the 20 -ton stockpile.
(If Hans has a little general climatological information, he can use it to advantage. We shall digress on this type of situation later in the chapter. See The Bedside Manner, page 122.)

## EXAMPLE 16. THE HEIR

George inherits a fortune and must pay his Uncle Sam $\$ 100,000$ in inheritance taxes. However, he has one year in which to make the payment. He naturally decides to wait the full year, to get as much revenue as he can through investment. He appeals to Novick and Co., in whose ability he has complete faith, for facts and figures relevant to his problem. It supplies him with these estimates of the gains he

[^10]might make by investing in various ways, each dependent on the political atmosphere, about which Novick and Co. does not care to prognosticate:

In case there is

|  | War | Cold War | Peace |
| :--- | :---: | :---: | ---: |
| Bonds | 2,900 | 3,000 | 3,200 |
|  |  |  |  |
| War Babies | 18,000 | 6,000 | $-2,000$ |
| Mercantiles | 2,000 | 7,000 | 12,000 |
|  |  |  |  |

George somehow recognizes that this is a game between himself and Nature. He is the maximizing player and She-to the extent She is interested-is the minimizing player.

The game has no saddle-point, and no dominance; so we try our usual method for solving $3 \times 3$ 's-and get nonsense, i.e., odds that do not have the characteristics required for a solution. So we drop down to the $2 \times 2$ 's and, after a little exploration, try

|  | War | Cold War |
| :---: | :---: | :---: |
| War Babies | 18,000 | 6,000 |
| Mercantiles | 2,000 | 7,000 |
|  |  |  |

which yields the odds $5: 12$ for George's strategies (and 1:16 for Nature's). And this solution works in the original game, so we have

|  | War | Cold War | Peace | Georg Odds |
| :---: | :---: | :---: | :---: | :---: |
| Bonds | 2,900 | 3,000 | 3,200 | 0 |
| War Babies | 18,000 | 6,000 | -2,000 | 5 |
| Mercantiles | 2,000 | 7,000 | 12,000 | 12 |
| Nature Odds | 1 | 16 | 0 |  |

George may play the odds, or he may invest $5 / 17$ of the $\$ 100,000$ in War Babies and $12 / 17$ in Mercantiles. The value of the game is about $\$ 6700$.

In this example (as well as in some earlier ones) we have done something which appears at variance with our own rules: namely, we have countenanced an interpretation of the odds as a physical mixture of strategies on a single play of the game. That is, we have permitted the player to use a little of this strategy and a little of that strategy, instead of insisting that he use just one, basing his choice on a suitable chance device.

Indeed, it is evident that we have violated some principle; otherwise the physical mixture would not be possible. Any possible set of actions should be represented by some pure strategy; so the possibility of using a physical mixture should not arise.

This anomalous situation is traceable to the fact that there is an infinite game which is closely related to the finite game stated above. In the infinite game the player could invest, in infinitely many ways, in mixtures of securities-we are ignoring the practical limitations concerning the divisibility of securities and money. Moreover, the partial payoff from each security is proportional to the amount purchased and the total payoff is just the sum of the partial ones. Such situations may be analyzed as infinite games, which turn out to have saddle-points, or as finite games, which turn out to require mixed strategies (usually). By interpreting the latter as a physical mixture, we arrive at a solution which is equivalent to the saddlepoint of the associated infinite games.

## EXAMPLE 17. THECATTLE BREEDERS' SEPARATION

Dalkey and Kaplan were going out of the cattle-breeding business, because Kaplan felt that he was being edged more and more into the background. They disposed of their stock through normal channels, except for three prize Angus bulls: Ch. Dallan, Ch. Dalkan and Ch. Dalken.

These presented something of a problem, for they were valuable beasts-they would easily bring 20,30 , and 40 thousand, respectively -yet the owners could not tolerate the thought of others having

them; nor was either anxious to pay his partner for this large capital gain. Each would count it a gain to own them and a loss if the other had them. It took them some time to work out a mutually agreeable scheme.

They finally decided on this: Each would take, from a deck of cards, a deuce, a trey, and a four--symbolic of bids of 20,30 , and 40 thousand, respectively. One of the bulls would be placed on the block and each of the partners would select and play a card symbolizing his 'bid.' The high bidder would be given free title to the bull; after which, another animal would be considered, bid for by selecting cards from those remaining, and so on. The bulls would be taken in random order. A tie would be resolved by shooting the beast. How should they play their hands? That is, in what order should they play their cards, or should it be left in some way to chance?

The analysis of this is a little messy; we shall just sketch how it goes. It involves any one of three $3 \times 3$ games, depending on which animal comes up first; and each payoff element in these $3 \times 3$ 's in turn is the value of a $2 \times 2$ game. To see how it goes, suppose old Dallan (worth 2 units) comes up first. And suppose both play their deuces; poor fellow-but neither partner would count it a gain or a loss. If Dalkan came next, then Dalken, the possibilities would be these:


This game, i.e.,

| 0 | 1 |
| ---: | ---: |
| -1 | 0 |

has a saddle-point at the upper left; so its value is zero. (The result is the same if the last two beasts come in the other order.) Then this zero, added to the outcome of the first move, which was also worth zero, is the upper left corner of the Dallan-first $3 \times 3$ :

Dalkey plays


The other boxes are filled in similarly. So Kaplan and Dalkey should select their first bids so as to win this game. This requires a 1:23:1 mix, for both players. Then subsequent bids are governed by a $2 \times 2$ game. The value of the over-all game is zero; so it's fair.

If Dalkan comes up first, the game turns out to be
Dalkey plays

|  | 2 | 3 | 4 |
| ---: | ---: | ---: | ---: |
|  | \begin{tabular}{rr\|r|}
\hline
\end{tabular} | 0 | -1 |
| Kaplan plays 3 | 3 | 1 | 0 |
|  | 4 | -1 |  |
|  | $-5 / 3$ | 1 | 0 |

and if Dalken comes up first,
Dalkey plays

|  | 2 | 3 | 4 |  |
| ---: | :--- | ---: | ---: | ---: |
| Kaplan plays 3 | 0 | $-13 / 5$ | $-1 / 5$ |  |
|  | $43 / 5$ | 0 | $-13 / 5$ |  |
|  | $1 / 5$ | $13 / 5$ | 0 |  |
|  |  |  |  |  |

requiring strategies of $3: 5: 3$ and $0: 0: 1$, respectively.
The principal value of the example-aside from providing you with
a neat scheme for disposition of cattle with which you are emotionally involved-is that it shows how vastly complicated the analysis of a seemingly simple problem may be. Except in situations which are really simple, structurally, expert hands (and probably strong backs) are needed.

## EXAMPLE 18. THE DATE

David and John want to date Ann. Neither knows just when she will be home; in fact, the odds are equal that she will arrive at 3,4 , or 5 o'clock. She has a natural preference for Dave; so if John phones first, she will stall for a few minutes to give Dave a chance to catch up; but if Dave doesn't show rather soon, Ann will call John back and accept his invitation. It doesn't promise to be a riotous evening in either case, because each boy has only a dime-which he will squander on the telephone company.

The payoff matrix is built up from elementary probability notions. For instance: If Dave phones at 3 o'clock and John at 5 o'clock, Dave will have a $1 / 3$ chance of getting the date and John will have a $2 / 3$ chance. As a payoff to Dave, this is $\frac{1}{3}-\frac{2}{3}=-\frac{1}{3}$. The complete matrix is:

John calls at

|  | 3 |  | 4 | 5 |
| ---: | :--- | ---: | ---: | ---: |
| David calls at | 4 | $1 / 3$ | 0 | $-1 / 3$ |
|  | 0 | $2 / 3$ | $1 / 3$ |  |
|  | 5 | $1 / 3$ | $-1 / 3$ | 1 |
|  |  |  |  |  |

After fruitlessly checking for saddle-point and dominance, we find that this yields readily to the three-active-strategies method. (The arithmetic is made easy by first multiplying everything by 3.) David should play the odds $2: 2: 1$, whereas John should play $10: 4: 1$. The value of the game to David is $1 / 5$.

This positive value for David results of course from the favoritism shown by Ann. It takes a little digging to discover its meaning in terms of dates for Dave, dates for John, and evenings when Ann de-
frays only her own expenses. It turns out that the odds favoring each of these events is $97: 52: 76$. So if this game were repeated for 225 nights and the events exactly coincided with the odds, Dave would get 97 dates and John 52; and Ann would not have an escort on 76 nights. Notice that $\frac{97-52}{225}=\frac{1}{5}$; which we hope you find a satisfying check.

## SUMMARY OF $3 \times 3$ METHODS

There are two essential new points of technique used in solving $3 \times 3$ games which were not required in solving $2 \times 2$ 's. These are (a) elimination of strategies by dominance arguments and (b) the shaded-box ritual associated with three active strategies. The general procedure for solving a $3 \times 3$ game is:

1. Look for a saddle-point. That is, compare the greatest row minimum (for short, the maxmin) and the smallest column maximum (the minmax); if these are equal, there is a saddle-point.
2. If there is no saddle-point, try to reduce the game by dominance arguments. The numbers in some row may be too small to be interesting to Blue, or those in some column may be too large to be interesting to Red; if so, cut off the offending row or column, and solve the $2 \times 3$ game (or the $3 \times 2$ game) which remains.
3. If the two efforts described above fail, give it the shaded-box treatment; i.e., assume that the solution involves all three strategies and try to compute the best mixture, and test the result.
4. If the three efforts described above fail, assume that the solution of the $3 \times 3$ game is the same as the solution of one of the $2 \times 2$ games contained in it. Try them, one after another, until you succeed or until you have tried them all.
5. If the four efforts described above fail, you have made an error somewhere. Too bad. The Exercises which follow contain opportunities for errors.

## EXERCISES 3

Determine the oddments and values of the following games:
1.

Red

|  | 1 | 2 | 3 |
| :---: | :---: | :---: | :---: |
|  | 1 | 1 | 4 | |  | 7 |
| :---: | :---: |
|  | 1 |
|  | 7 |

2. 

Red

|  |  | 1 | 2 |
| :---: | :---: | :---: | :---: |
|  | 1 | 3 |  |
| Blue | 2 | 2 | 3 |
|  | 3 | 9 | 4 |
|  | 7 | 6 | 5 |

3. 

|  | Red |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  | 1 | 2 |  |
| 3 |  |  |  |  |
|  | 2 | 1 | 2 |  |
|  | 2 | 7 | 4 |  |
|  | 3 | 1 | 0 |  |

5. 


7.

|  |  | Red |  |
| :---: | :---: | :---: | :---: |
|  | 1 | 2 | 3 |
| Blue | 0 | 2 | 1 |
|  | 2 | 0 | 2 |
| 3 | 1 | 2 | 0 |

4. 


6.

Red

|  |  | 1 | 2 |
| ---: | ---: | ---: | ---: |
| Blue | 2 | 1 | 3 |
|  | 2 | -1 | 1 |
|  | 0 | -1 | 1 |
|  | 1 | 0 | -1 |
|  |  |  |  |

8. 

Red

|  | 1 | 2 | 3 |
| :---: | :---: | :---: | :---: |
| 1 | 1 | 1 | 3 |
| Blue 2 | 1 | 3 | 2 |
| 3 | 3 | 2 | 2 |
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9.
Red
10.
Red

|  | 1 |  |  |
| ---: | :---: | :---: | :---: |
|  | 2 | 3 |  |
| Blue 2 | 3 | 5 | 2 |
|  | 0 | 6 | 8 |
|  | 4 | 1 | 3 |
|  |  |  |  |

11. 

|  | 1 | 2 | 3 |
| :---: | :---: | :---: | :---: |
| 1 | 0 | 1 | 2 |
| Blue 2 | 1 | 0 | 1 |
| 3 | 2 | 1 | 0 |

13. 

Red

|  | 1 | 2 | 3 |
| :---: | :---: | :---: | :---: |
| 1 | -6 | 5 | 0 |
| Blue 2 | 2 | 1 | 3 |
| 3 | 1 | 2 | 0 |

15. 

|  | 1 | 2 | 3 |
| ---: | ---: | ---: | ---: |
|  |  | -7 | 4 |
| Blue 2 | 2 |  |  |
|  | 0 | 2 | 1 |
|  | 6 | -5 | -1 |
|  |  |  |  |

12. 

|  | 1 | 2 | 3 |
| :---: | :---: | :---: | :---: |
| 1 | 4 | 3 | 2 |
| Blue 2 | 3 | 4 | 3 |
| 3 | 2 | 3 | 4 |

14. 

Red

|  |  | 1 | 2 |
| ---: | ---: | ---: | ---: |
|  | 1 | 3 |  |
|  | 1 | 0 | 4 |
| Blue | 2 |  |  |
|  | -7 | 2 | 1 |
|  | 3 | -5 | -1 |
|  |  |  |  |

16. 

Red

|  | 1 |  |  |
| :--- | :---: | :---: | :---: |
| 2 | 3 |  |  |
|  | 1 | 4 | 7 |
|  | 1 | 7 | 4 |
|  | 5 | 7 | 4 |
|  |  |  |  |
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25.

Red

|  | 1 | 2 | 3 |
| :---: | :---: | :---: | :---: |
| 1 | 4 | 6 | 0 |
| Blue 2 | 0 | 3 | 10 |
| 3 | 3 | 6 | 6 |

27. 

|  | 1 | 2 | 3 |
| :---: | :---: | :---: | :---: |
| Blue | 2 | 5 | 5 |
|  | 4 | 7 | 8 |
|  | 3 | 2 | 2 |

29. 


31.

Red

Blue 2

|  | 1 | 2 | 3 |
| :---: | :---: | :---: | :---: |
|  | 1 | 3 | 2 |
| Blue | 2 | 4 | 3 |
|  | 3 | 2 | 4 |
|  |  | 3 |  |
|  |  |  |  |

26. 

Red

|  | 1 | 2 | 3 |
| :---: | :---: | :---: | :---: |
| 1 | 2 | 4 | 0 |
| Blue 2 | 1 | 4 | 10 |
| 3 | 5 | 10 | 4 |

28. 

Red

|  | 1 | 2 | 3 |
| :---: | :---: | :---: | :---: |
|  | 1 | 3 | 6 |
| Blue | 2 | 0 |  |
|  | 3 | 3 | 2 |
|  | 2 | 1 | 6 |
|  |  |  |  |

30. 

Red


# part two: $3 \times m$ Games 

## METHOD OF SOLVING

The $3 \times m$ games-in which one player has three pure strategies and the other has many-are solved using the methods given for $3 \times 3$ games, just as the $2 \times m$ games were solved by $2 \times 2$ methods. Every $3 \times m$ game has a $3 \times 3$ solution, a $2 \times 2$ solution, or a saddlepoint. Your problem will be to find the appropriate $3 \times 3$ (or $2 \times 2$ ) subgame, solve it, and demonstrate that the odds thus produced constitute a solution of the original game.

You begin, of course, by looking for a saddle-point--'of course' because it is very easy to do, and because you cannot afford not to know it is present when it is. If there is no saddle-point, then look for dominance, so that obviously unnecessary rows and columns may be stricken from the analysis. If you can eliminate in this way one of the strategies of the player who has but three, the task immediately reduces to a search for a $2 \times 2$ solution to a $2 \times m$ game.

If the $3 \times m$ game does not have a saddle-point, and if elimination of strategies by dominance has failed to reduce it substantially, then you may have quite a time of it; you must search through all the possible $3 \times 3$ 's and $2 \times 2$ 's until you find one whose solution is also a solution to the $3 \times m$ game.

Since we burdened ourselves, in the last chapter, with a graphical trick for uncovering the significant $2 \times 2$ in a $2 \times m$, we may as well capitalize on it: Search for a $2 \times 2$ solution to the $3 \times m$ by breaking the latter into $2 \times m$ 's. Consider Blue 1 and 2 against all $m$ of Red's strategies; then Blue 2 and 3, against the $m$; finally Blue 3 and 1 .

If there is a $2 \times 2$ whose solution satisfies the original game, you can find it quite easily by the graphical method. Because it is easy to find, you should probably look for it before you search for a $3 \times 3$. Even when the $2 \times 2$ quest fails, the effort has morale value; for next you will search for a $3 \times 3$ that you know is there, which puts an entirely different light on the affair; besides, you've had the fun of drawing pictures.

Probably we should run through a few $3 \times m$ matrixes, just to get used to them. Here is a nice fat one to begin on:


The usual routine-picking out the row minima and the column maxima, and then the greatest and least of these-has an unusual ending: this monster does have a saddle-point! Blue 3 vs. Red 4 are the favored strategies; and the value of the game is 1 , to Blue.

You know better than to expect it in the next one:


But there it is again, which shows you can't trust anyone and you must always look for a saddle-point.

Now consider this game: Red

| consid | this | ga |  | Red |  |  | Row |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 1 | 2 | 3 | 4 | 5 | Min |
|  | 1 | 3 | 5 | -2 | 2 | 1 | -2 |
| Blue | 2 | 3 | 6 | -1 | 2 | 4 | -1 |
|  | 3 | 4 | 3 | 6 | 7 | 8 | 3* |
| Col |  | 4* | 6 | 6 | 7 | 8 |  |

Here, at last, we find no saddle-point, but a little browsing turns up the fact that Blue 2 is better than Blue 1. This leaves us:

|  |  |  | Red |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 | 2 | 3 | 4 | 5 |
| Blue ${ }^{2}$ | 3 | 6 | -1 | 2 | 4 |
|  | 4 | 3 | 6 | 7 | 8 |

Here, Red 3 is better than Red 4 and 5; so we have

|  | Red |  |  |
| :---: | :---: | :---: | :---: |
|  | 1 | 2 | 3 |
| Blue | 3 | 6 | -1 |
|  | 4 | 3 | 6 |

with which to work. This contains three $2 \times 2$ games: Red 1, 2; Red 2,3 ; and Red 3, 1. The solution to one should solve the original game. It wouldn't cost much to try all of them, but the first one, i.e.,

|  | Red |  | Blue Odds |
| :---: | :---: | :---: | :---: |
|  | 1 | 2 |  |
| 2 | 3 | 6 | 1 |
| ${ }^{\text {Blue }} 3$ | 4 | 3 | 3 |
| Red Odds | 3 | 1 |  |

happens to serve very well in the original game; so the solution we seek is $0: 1: 3$ for Blue and 3:1:0:0:0 for Red.

Another game:

|  | Red |  |  |  |  |  |  |  |  |  |
| ---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 |  |  |  |  |  | 2 | 3 | 4 | 5 |
| Blue | 2 | 7 | 1 | 3 | 0 |  |  |  |  |  |
| 2 | 0 | 1 | 6 | 4 | 2 |  |  |  |  |  |
|  | 3 | 1 | 2 | 0 | 5 |  |  |  |  |  |

Here, neither saddle-point nor dominance criteria do much for us; so let's hope there is a $2 \times 2$ solution. The first $2 \times 5$ subgame

|  |  |  | ed |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 | 2 | 3 | 4 | 5 |
| Blue | 7 | 1 | 3 | 0 | 2 |
|  | 0 | 1 | 6 | 4 | 2 |

graphs into


It is clear that this is a somewhat pathological case because of the horizontal line, Red 2. The rule governing graphical solutions tells us to confine our attention to the highest point on the envelope. Here, two intersections, Red 2, 4, and Red 1, 2, vie for this honor. The $2 \times 2$ subgames, based on Red 2, 4, and Red 1, 2, will have saddlepoints, but the $2 \times 5$ subgame will not; so these saddle-points cannot
be solutions to the $2 \times 5$ subgame. However, the $2 \times 2$ subgames contain mixed-strategy solutions as well as saddle-points. These are:


The oddments for Red 1 and 4 in these games turn out to be exactly zero. The interpretation is that Blue should use the $3: 1 \mathrm{mix}$ (or the $1: 6$ ), while Red plays Red 2; he may also 'play' Red 1 or Red 4, but according to zero oddment! This is of course very confusing. We shall try to return to this point later (much later); just now it isn't worth a digression, since neither of the solutions to this $2 \times 5$ satisfies the $3 \times 5$ anyway.

So we try another $2 \times 5$ :

|  |  |  | Red |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 | 2 | 3 | 4 | 5 |
| Blue | 0 | 1 | 6 | 4 | 2 |
|  | 1 | 2 | 0 | 5 | 5 |

Red 2, 4, and 5 dominate, leaving

which fails dismally in the original $3 \times 5$. So we try the remaining $2 \times 5$ :

|  |  |  | Red |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 | 2 | 3 | 4 | 5 |
| Blue | 7 | 1 | 3 | 0 | 2 |
|  | 1 | 2 | 0 | 5 | 5 |

Red 1 and 5 dominate; so we may graph only Red 2, 3, and 4:


It is clear from this that we want to examine the $2 \times 2$ based on Red 2, 3 :

|  |  |  | Blue |
| :---: | :---: | :---: | :---: |
|  | 2 | 3 | Odds |
| Blue | 1 | 3 | 2 |
|  | 2 | 0 | 2 |
| Red Odds | 3 | 1 |  |

This solves the $2 \times 5$-as heaven knows it should-but it fails in the original $3 \times 5$ game.

The enormity of it all may be hard to bear: So far we have learned nothing about this $3 \times 5$ game, except that it does not have a saddlepoint and that it does not have a $2 \times 2$ solution! The only profit is
that we now know it has a $3 \times 3$ solution. So, back to the mines (i.e., salt mines; the etymology we have in mind goes back to perspiration). Let us try one:

|  |  | Red |  |  | Row <br> Min |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 1 | 2 | 3 |  |
|  | 1 | 7 | 1 | 3 | 1* |
| Blue | 2 | 0 | 1 | 6 | 0 |
|  | 3 | 1 | 2 | 0 | 0 |
| Col <br> Max |  | 7 | 2* | 6 |  |

No saddle-point, no dominance; so we go after the Red odds, based on Red


The Red 1 oddment is

so 3 is our number. The other Red and Blue oddments are found similarly. For Blue, they are 7:10:32; for Red, 3:39:7-and these also solve the original game. Therefore the work is done (and we have not had to solve the other nine $3 \times 3$ games which are present in the original matrix):

Red

|  |  | 1 | 2 | 3 | 4 | 5 | Odds |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 | 7 | 1 | 3 | 0 | 2 | 7 |
| Blue | 2 | 0 | 1 | 6 | 4 | 2 | 10 |
|  | 3 | 1 | 2 | 0 | 5 | 5 | 32 |
| Red Odds |  | 3 | 39 | 7 | 0 | 0 |  |

It is customary in scientific writing to state the important points just as often as the unimportant ones: exactly once; and to assume thereafter that this vital information is graven in the minds of all readers. This is one of the wonders of science, for it is economical of space in the journals and it encourages researchers to write up their findings. It also ensures a certain permanence to the work, for it will be years before it is completely understood.

If you are accustomed to that style, then there is an interesting possibility that you are beginning to develop something akin to saddle sores, as a consequence of our ceaseless repetition. You may feel, for instance, that you will curse or cry if you once again encounter an admonition about saddle-points; the sure knowledge that at least one other is being chaffed may help you to endure. As a matter of fact, all (we hope) of this trouble stems from a nightmare on which the writer canters regularly: We picture a poor but honest reader, determined to learn just a little about Game Theory and the solution of small games, who is having a terrible time. He may be sharing a slab of pancake-ice with a polar bear and an empty gun, and may

just be wanting to die intelligently. Or he may be in his study and faced with nothing more lethal than our matrixes, but he is determined to master them. Maybe he wasn't listening the first few times we described a technique or mentioned a concept; or maybe the words used, the times he heard it well, were ambiguous. Whatever his trouble is, the cure is very simple: Just tell it again. We thought you might like to know why you feel that way.

## EXAMPLE 19. THE BASS AND THE PROFESSOR

The hero of this story is a bright young centrarchoid (Micropterus), unimaginatively described as 'a perchlike fish much esteemed for food.' The villain is Angler Kleene. These are familiarly known as the Bass and the Professor. Together with certain insects and water, they constitute a natural-habitat group.

The insects-horntails, dragonflies, and bumblebees-are also much esteemed for food. They are not equally common on the surface of the pool; if the Professor adds one (complete with hook) to any species and the Bass feeds on that species, the lethalities are as 2:6:30, which means that there are 5 times as many dragonflies as bumblebees and 3 times as many horntails as dragonflies.* The problem of course is: How should the Bass feed, and the Professor angle? The payoff matrix is this:


[^11]No saddle-point and no dominance. The shaded matrix for the Bass is

so he feeds on horntails according to the oddment
'tails

on dragonflies according to

and on bumblebees according to
'bees

or, removing the common factors, his grand strategy is 15:5:1. You may verify that the Professor uses the same strategy. The value of the game is negative for the Bass, i.e., ${ }^{-1 \%}$.

Now, anglers are great experimentalists and always willing to buy, and possibly use, a new lure, provided it isn't a worm. The Professor purchases a beautiful What's-it, which may be mistaken for any of
the three insects; but it is twice as likely to arouse suspicion, which reduces its efficiency. The addition of this changes the game:


The Bass should now play 3:1:0, which represents a small change in strategy - the bees are now too dangerous to eat. The Professor should play $7: 2: 0: 1$, and should never use the bee lure. His new lure, in fact, plays only 10 per cent of the time. The value of the game is now - ${ }^{30} 20$, which is a very slight improvement, for the Professor, over the $-{ }^{30} / 21$ value of the original game. This confirms a well-known empirical finding-that fishing is expensive.

## EXAMPLE 20. THE BEDSIDE MANNER

The patient is suffering from a well-known disease; so well known, in fact, that five variants, identified with five strains of bacteria, have been observed. Dr. Wendel is quite unable to pin it down from a bedside diagnosis.

He again feels for the pulse. The patient's confidence goes up one notch, for this recheck is evidence of a careful, conscientious practitioner. The subterfuge would fail and confidence would fall, noisily, if he knew the doctor's reason for the recheck:


Dr. Wendel was manufacturing an excuse to look at his second hand; he needed a random number, of course. Which shows that the bases of confidence are very tricky indeed, for the doctor was being superconscientious and fully deserved the patient's confidence; he just didn't have time to teach him both Medicine and Game Theory.

The doctor has three medicines: The first has a fifty-fifty chance of overcoming four of the bacteria strains; the second is lethal to one of these four; the third is a fifty-fifty bet against another of these, and it is sure-fire against the fifth strain.

The matrix is:
Strain

|  |  | 1 | 2 | 3 | 4 | 5 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 | 1/2 | 1/2 | 1/2 | 1/2 | 0 |
| Medicine | 2 | 1 | 0 | 0 | 0 | 0 |
|  | 3 | 0 | 1/2 | 0 | 0 | 1 |

From Nature's point of view, Strains 1 and 2 dominate Strains 3 and 4, and the latter two are equivalent against this battery of medicines; so the game comes down to this:

Strain

|  | 4 | 5 |
| :---: | :---: | :---: |
| Medicine | $21 / 2$ | 0 |
|  | 0 | 0 |
|  | 0 | 1 |
|  |  |  |

In this subgame, it doesn't require genius on the part of the doctor to discern that Medicine 2 is dominated by the others; so we have:


The odds are $1: 1 / 2$ or $2: 1$, in favor of Medicine 1 ; so the doctor's mixed strategy is $2: 0: 1$. The value of the game is $1 / 3$, and Nature cannot maneuver his success average below that value.

It may be worth making a short digression at this point to show how the situation changes if the doctor knows something about Nature's strategy. Since She is not really malevolent, She will not go out of Her way to punish him for using his knowledge.

Suppose that experience indicates that Nature mixes these strains according to the odds $1: 3: 3: 2: 5$. The doctor can then estimate the average return from each of his strategies. For example, if he consistently uses Blue 1, his average winnings will be (from the payoffs in the original matrix)

$$
\frac{1 \times 1 / 2+3 \times 1 / 2+3 \times 1 / 2+2 \times 1 / 2+5 \times 0}{1+3+3+2+5}=\frac{9 / 2}{14}=\frac{9}{28}
$$

His average when using Blue 2 will be

$$
\frac{1 \times 1+3 \times 0+3 \times 0+2 \times 0+5 \times 0}{14}=\frac{1}{14}\left(=\frac{2}{28}\right)
$$

For Blue 3 it turns out to be ${ }^{13 / 28}$. So the game now looks like this:

| Doctor |  | atu |
| :---: | :---: | :---: |
|  | 1 | 9/28 |
|  | 2 | 2/28 |
|  | 3 | 13/2 |

and it is clear that he should use Blue 3. The value of this game is $13 / 28$, which is greater than the value ( $1 / 3$ ) of the original game. Thus the additional information that we are now assuming he possesses turns out to be worth something to him. That is generally true, especially in games against Nature: The more you know about Her, the better you can play against Her.

The discussion can profitably be carried one step further: If Nature is really using the grand strategy $1: 3: 3: 2: 5$, as we now assume, and the doctor in his ignorance uses the grand strategy $2: 0: 1$, which is prescribed by Game Theory, he will in fact win more than $1 / 3$, which is the value of the original game. For Nature is not playing her best strategy. We have seen that Her use of 1:3:3:2:5 reduces the game to


If he uses the 2:0:1-mix-which was suggested by his original analysis -in this game, his average gain will be

$$
\frac{2 \times 9 / 28+0 \times 3 / 28+1 \times 13 / 28}{2+0+1}=\frac{31}{84}
$$

We may summarize as follows: If the game is as the doctor sees it, and Nature does Her worst, he will win $1 / 3=0.333$. If Nature is playing $1: 3: 3: 2: 5$, he will win $31 / 84=0.369$. If he knows Her strategy, he can change his from $2: 0: 1$ to $0: 0: 1$ and win $13 / 28=0.464$; so this extra knowledge is worth about 26 per cent to him.

There must be many real situations in which partial information and Game Theory technique will enable one to give a good account of himself, even though he may fall short of the value of the real game.

## EXAMPLE 21. THE CHESSERS

Two three-man teams forgather to play chess; two games. The event is known as Barankin-Bodenhorn-Brown vs. Bellman-BrownBrown. We regret that there are so many Browns, but that's life; however, identifications are actually unique, as will be clear to all good puzzle solvers.

Brown can beat Barankin, Barankin can beat Bellman, and Bellman can beat Bodenhorn; otherwise the players are equal. Brown becomes ill at the last moment. This information is summarized, for convenience:

|  | Ba | Bo | Br |
| :---: | :---: | :---: | :---: |
| Be-1 1 <br>  0 <br> 1 0 | 0 |  |  |

Each team must select two players and the order in which they will play. To compensate somewhat for the loss through illness, it is agreed that team captain Brown may play both games for his reduced team, if he desires.


The possibilities are these (where BaBo indicates that Barankin plays in the first game, Bodenhorn in the second, etc.):
(1)
(2)
(3)
(4)
(5)
(6)

BaBo BaBr BoBa BoBr BrBa BrBo

|  | $\operatorname{BeBr}$ | -1 | -1 | 2 | 1 |
| ---: | ---: | ---: | ---: | ---: | ---: |
| $\operatorname{BrBe}$ | 2 | 1 | -1 | 0 | -1 |
| $\operatorname{BrBr}$ | 1 | 1 | 1 | 0 | 1 |
|  | 1 | 0 |  |  |  |

There are no saddle-points, but (1) dominates (2), and (3) dominates (5); so the game reduces to:
(2) (4) (5) (6)

| -1 | 1 | 1 | 0 |
| ---: | :---: | ---: | ---: |
| 1 | 0 | -1 | 1 |
| 1 | 0 | 1 | 0 |

Just a little exploration will lead you to the solutions: the reduced
team should mix its strategies according to the odds $1: 1: 1$. There are two basic solutions which the other team may use: 0:1:0:2:0:0 or 0:0:0:0:1:2.

## SUMMARY OF $3 \times m$ METHODS

The methods for solving $3 \times m$ games differ only a little from those used on $3 \times 3$ 's. You begin, as usual, by searching for a saddle-point and, if that quest fails, continue by trying to eliminate some rows and columns by dominance arguments. If this does not reduce the game to something you can handle-i.e., to a $2 \times 2$, a $2 \times m$, or a $3 \times 3$ then you may proceed further by either of two routes:

1. Choose some $3 \times 3$ subgame, solve it, and test this solution in the original $3 \times m$ game. Continue this process until you succeed.
2. Break the game up into three $2 \times m$ subgames-based on Blue 1 , 2, Blue 1, 3, and Blue 2, 3, respectively-and, by the graphical method, search for a $2 \times 2$ subgame which satisfies the $2 \times m$ and (hopefully) the original $3 \times m$ game. If this fails, there is no $2 \times 2$ solution, and you must follow route 1.

The following Exercises are the best ones yet; it is the first set on which your suffering will probably equal ours.

## EXERCISES 4

Determine the oddments and values of the following games:
1.

Red

2.

THE COMPLEAT STRATEGYST
Red

|  | 1 | 2 | 3 | 4 |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 2 | 3 | 5 |
| Blue 2 | 10 | 11 | 12 | 4 |
| 3 | 9 | 8 | 7 | 6 |

3. 

Red

|  | 1 | 2 | 3 | 4 |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 6 | 2 | 5 |
| Blue | 5 | 1 | 6 | 2 |
|  | 2 | 5 | 1 | 6 |

4. 


5.

6.

Red

Blue 2

\left.|  | 1 | 2 | 3 | 4 |
| :--- | :--- | :--- | :--- | :--- |
| 1 | 0 | 1 | 2 | 3 |
|  | 3 | 2 | 1 | 0 |
|  | 3 | 0 | 2 | 1 |$\right]$| 3 |
| :--- |

7. 

|  | Red |  |  |  |  |
| ---: | :--- | :---: | :---: | :---: | :---: |
|  | 1 | 2 | 3 | 4 |  |
|  | 1 | 8 | 0 | 6 |  | |  | 7 |  |
| :---: | :---: | :---: |
|  | 3 | 3 |
| 4 | 4 | 8 |
|  | 3 | 6 |

8. 

Red

|  | 1 | 2 | 3 | 4 |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 3 | 4 | 0 | 2 |
| Blue | 6 | 1 | 3 | 0 |
|  | 2 | 5 | 3 | 6 |

9. 


10.

Red

|  | 1 | 2 | 3 | 4 | 5 | 6 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 4 | 3 | 3 | 2 | 2 | 6 |
| Blue | 6 | 0 | 4 | 2 | 6 | 2 |
|  | 0 | 7 | 3 | 6 | 2 | 2 |

11. 


12.

Red

|  | 1 | 2 | 3 |
| :--- | ---: | ---: | ---: |
|  | 1 | 0 | -17 |
|  | -34 |  |  |
| Blue | -2 | -15 | -35 |
|  | 3 | -20 | -22 |
|  | -24 |  |  |
|  | -3 | -15 | -35 |
|  | -40 | -27 | -14 |
| 6 | -5 | -21 | -30 |
|  |  |  |  |

13. 

Red

|  | 1 | 2 | 3 |
| ---: | ---: | ---: | ---: |
|  | 1 | -1 | 0 |
|  | 1 |  |  |
| Blue 4 | 1 | 0 | 0 |
|  | 1 | -1 | 0 |
|  | 5 | -4 | -2 |
|  | 0 | 0 | 1 |
| 6 | 0 | 1 | 0 |
| 7 | 25 | -13 | -12 |
|  |  |  |  |

14. 


15.

|  |  | ed |  |
| :---: | :---: | :---: | :---: |
|  | 1 | 2 | 3 |
| Blue | 3 | 1 | 4 |
|  | 1 | 5 | 9 |
|  | 2 | 6 | 5 |
| 4 | 3 | 5 | 8 |

## Four-strategy Games and Larger Ones

You will find that solving $4 \times 4$ games, and larger ones, is not a beautiful experience, unless your affinity for arithmetic is clinically interesting. However, the game situations compensate for this, to some extent, by being more interesting; and one's feeling of wellbeing is quite marked after solving a large game.

## SOLUTION VIA REVELATION

The best way to get the solution to a large game is through Revelation.* If you can guess the solution from the structure of the problem, or obtain a promising suggestion from any source, test it: simply calculate the average payoff when Blue, say, uses his presumed-good strategy against each (in turn) of Red's pure strategies. If you have actually guessed the solution, then two things should be so: First, these payoffs should all be equal, except, possibly, for larger payoffs that Blue may earn against pure strategies that are not used in Red's best mixture. Second, this average payoff should appear again when Red plays his appropriate mixed strategy against each Blue pure strategy; but the payoff may be smaller (and hence better for Red) against a Blue strategy which is not involved in Blue's good mixture. An example will show how much easier it is to say this than to do it.

Consider this $5 \times 5$ game:


If you are the seventh son of a seventh son, have a crystal ball of un-

[^12]
usual clarity, and are fortunate, it may cross your mind that Red should mix his five strategies according to the odds 4:35:6:57:40. (This is a very complicated set of numbers, quite beyond the modest powers we impute to you above; but the example emphasizes that you can-and should-test any solution, or presumed solution, and satisfy yourself that it is, or is not, valid.)

The pertinence of these numbers, if any, may be settled by assuming, tentatively, that they are true, and calculating the value of the game. For convenience, write:

| 4 | 35 | 6 | 57 | 40 |
| :---: | :---: | :---: | :---: | :---: |
| 0 | 1 | 0 | 2 | 0 |
| 3 | 0 | 0 | 1 | 2 |
| 0 | 0 | 2 | 1 | 2 |
| 1 | 3 | 0 | 0 | 1 |
| 1 | 2 | 3 | 1 | 0 |

Now, taking one row at a time, multiply the oddments by the corresponding payoffs, add all of these together, and divide by the sum of the oddments. Thus, against the first Blue strategy (first row), the average payoff is

$$
\frac{4 \times 0+35 \times 1+6 \times 0+57 \times 2+40 \times 0}{4+35+6+57+40}=\frac{149}{142}
$$

Against the second Blue strategy, it is (leaving out the things multiplied by zero)

$$
\frac{4 \times 3+57 \times 1+40 \times 2}{142}=\frac{149}{142}
$$

against Blue 3,

$$
\frac{6 \times 2+57 \times 1+40 \times 2}{142}=\frac{149}{142}
$$

against Blue 4,

$$
\frac{4 \times 1+35 \times 3+40 \times 1}{142}=\frac{149}{142}
$$

and against Blue 5,

$$
\frac{4 \times 1+35 \times 2+6 \times 3+57 \times 1}{142}=\frac{149}{142}
$$

It is now clear that the source of your information regarding Red's mixture is one you should cherish, for the steady-state result of its use by Red-a loss of $149 / 142$ payoff units-appears pregnant with meaning. However, we have not proved that these are the best odds; it may be that Blue's best mix will ensure that he wins at least $148 / 142$, say, rather than $149 / 142$; so we must also have the appropriate odds for Blue. If you can get the above set of oddments for Red, it imposes little additional strain to suppose you also have access to these for Blue: 28:33:31:21:29. You may then verify that the payoff to Blue is $149 / 142$.

Every game solution should be verified in this way. It is your sole insurance against frantic arithmetic, and other inadequacies of man or method.

## SADDLE-POINTS

If a large game has one or more saddle-points, the solution is easy to find. For example, consider:


The largest row minimum is 5 and the smallest column maximum is 5 ; so there is a saddle-point. There are four of them, in fact. (Note that when there are several saddle-points, all have the same value.) So Blue may play the pure strategy Blue 1, or he may play Blue 3. Red may play either Red 2 or Red 4; he may mix these two, if he wishes, in any way. The value of the game is 5 .

## DOMINANCE

Just as in the smaller games, it pays to look for dominating columns and dominated rows. Once found, they should be stricken out of the game matrix or assigned zero oddments. For example, the fol-
lowing game is only a $3 \times 3$, in effect. Each unmarked row and column is less desirable than some marked ( $\dagger$ ) one, from the respective viewpoints of the two players. Red


It is probably clear from this example that searching for dominance in a large game matrix, while simple in principle, is likely to be an eyesoring operation.

## ALL-STRATEGIES-ACTIVE

As in the case of $3 \times 3$ games, after testing for saddle-points and dominance, we make the tentative assumption that all strategies are active in the best mixed strategy, and try to compute that mix. To do so, we must adjoin to the $3 \times 3$ technique one further technical trick. We shall describe the process through a particular $4 \times 4$ game, namely,

Red

but its generalization to games of any size will be self-evident.

As usual, we begin by considering the problem for Red. First, subtract from each payoff the payoff directly below it-just as we did in the $2 \times 2$ and $3 \times 3$ games. This gives us


The oddment for any particular pure strategy is based on what is left after the column identified with that strategy is stricken from this shaded matrix. Thus the oddment for Red 1, for example, is determined from these numbers:

1

|  | 7 | -3 | -2 |
| ---: | ---: | ---: | ---: |
|  | -2 | -1 | 4 |
|  | 2 | 2 | 1 |

The process of coaxing the oddment out of these shaded arrays is easy, in principle, even for large arrays, just as it is easy to count to a million by ones; at each step you will know exactly what to do next. Also, it is easier to do than to explain; unfortunately, we must jointly undertake an explanation.

In order to determine the oddment implicit in any shaded array, we must get some zeros mixed in among the other numbers. In particular, we must convert all but one of the numbers in some row (or in some column) to zeros, using some legitimate method, of course. Thus, we aspire to convert the $3 \times 3$ array

| 7 | -3 | -2 |
| ---: | ---: | ---: |
| -2 | -1 | 4 |
| 2 | 2 | 1 |

into, say,

or perhaps into

where the shaded boxes contain suitable numbers, probably different from those in the original. The asterisked box is so marked just to identify the nonzero element in the column or row. These remarks apply to larger matrixes too; thus if we had one that looked like this:

we should be pleased to get it changed to this:


Why all this interest and pleasure in zeros? Strictly utilitarian of course; for, once this form is reached, we may disregard all boxes that lie due
east, due west, due north, and due south of the asterisk, and the asterisked box itself may be lifted out of the matrix as a factor. Thus

is equivalent to

which is equivalent to


Similarly,

(In the final step here, the outlying boxes just close up their ranks.)
This process immediately reduces a $3 \times 3$ array to a $2 \times 2$ array, multiplied by the number in the asterisked box. We know how to find the value of $2 \times 2$ arrays-from the difference of the products of the diagonal boxes. In the case of a $4 \times 4$ array, the process must be applied twice in order to reduce it to a $2 \times 2$ array (and two multipliers).*

[^13]Having first convinced you, we trust, of the desirability of having strategically placed zeros in the shaded array, we now turn to means of producing them. We are guided in this by the following house rules:

1. You may add the numbers in any row to the numbers in any other row-on a box-by-box basis.
2. Subtraction has the same social standing as addition, so you can subtract in the same box-by-box way.
3. You may multiply the numbers of a row by anything you want before adding them to another row.
4. Columns are as good as rows, so the foregoing statements about things you can do to rows apply equally well to columns.
5. Be artful about it.

The force of Rule 5 is that it is easier to make zeros in some places than in others; so look around for a likely point to attack.

Let us return now to

| 7 | -3 | -2 |
| ---: | ---: | ---: |
| -2 | -1 | 4 |
| 2 | 2 | 1 |

and apply these principles. The last row contains two 2 's and a 1 (Rule 5). By subtraction (Rule 2), with small quantities of multiplication (Rule 3), we should be able to produce some zeros there. Begin by subtracting column 2 from column 1:

| 10 | -3 | -2 |
| ---: | ---: | ---: |
| -1 | -1 | 4 |
| 0 | 2 | 1 |

This produces one zero. We can make another alongside it by multiplying the last column by 2 before subtracting it from the second column; this yields

| 10 | 1 | -2 |
| ---: | ---: | ---: |
| -1 | -9 | 4 |
| 0 | 0 | $1 *$ |

which is just the sort of form we hoped to get, for a row now has zeros in every box but one. But


$$
=1 \times[10 \times(-9)-1 \times(-1)]=-89
$$

so 89 is the oddment for Red 1 in the game on page 136. If you are particularly proud of your insight in these matters, you are in a dandy position to try it out now for oddment Red 2, before making the calculation.

Striking out the second column in the original shaded matrix, i.e., in

Red

| 1 | 2 | 3 | 4 |
| ---: | ---: | ---: | ---: | ---: |
| 1 | 7 | -3 | -2 |
| -1 | -2 | -1 | 4 |
| -5 | 2 | 2 | 1 |

we have

| 1 | -3 | -2 |
| ---: | ---: | ---: |
| -1 | -1 | 4 |
| -5 | 2 | 1 |

which governs the oddment Red 2. The second row looks promising for zeros; so we begin by subtracting column 2 from column 1, which yields

| 4 | -3 | -2 |
| :---: | ---: | ---: |
| 0 | -1 | 4 |
| -7 | 2 | 1 |

We then multiply column 2 by 4 and add it to column 3:

| 4 | -3 | -14 |
| :---: | ---: | ---: |
| 0 | $-1^{*}$ | 0 |
| -7 | 2 | 9 |

This is equivalent to


$$
=-1 \times[4 \times 9-(-7) \times(-14)]=62
$$

the oddment Red 2. Similarly, the oddments Red 3 and 4 are found to be 119 and 83 .

To determine Blue's grand strategy, we must return to the original game matrix, i.e., to

| Blue | 1 | 7 | 0 | 3 |
| :---: | :---: | :---: | :---: | :---: |
|  | 0 | 0 | 3 | 5 |
| 3 | 1 | 2 | 4 | 1 |
| 4 | 6 | 0 | 2 | 0 |

and form a new shaded matrix by subtracting each payoff from its left-hand neighbor:


Striking out the first row, we have

| 0 | -3 | -2 |
| :---: | ---: | ---: |
| -1 | -2 | 3 |
| 6 | -2 | 2 |

which governs the oddment Blue 1 . The zeros necessary for its evaluation may be obtained by adding 6 times row 2 to row 3, which results in


$$
\begin{aligned}
& \left.=\begin{array}{|c|}
\hline-1 * \\
\hline-3 \\
\hline-14
\end{array}\right) 20 . \begin{array}{|r|r|}
\hline-2 \\
\hline
\end{array} \\
& =-1 \times[(-3) \times 20-(-14) \times(-2)]=88
\end{aligned}
$$

The oddments Blue 2, 3, and 4 are found similarly. The ultimate results are summarized here: Red

Blue


It is of course necessary to verify that these odds do constitute a solution; we have done so, and you may wish to do so. The value of the game may be found by using Red's best mix against Blue 2, say (of course the best mix of either player may be used against any pure strategy in the other's best mix), i.e.,

$$
\frac{119 \times 3+83 \times 5}{89+62+119+83}=\frac{772}{353}
$$

so Blue's winnings, with good play, will average a little more than 2 units per play.

Before leaving you standing, paralyzed, before the next set of exercises, we doubtless should conduct you through one example which requires a double application of the method of reducing matrixes. In the game
Red

|  | 1 | 2 | 3 |  | 4 |
| ---: | :---: | :---: | :---: | :---: | :---: |

we leave it to you to verify that there are neither saddle-points nor dominant strategies (or are there?). Then, attending to Red's mix, we subtract from each payoff the payoff directly below it. This gives us:

| Red |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 2 | 3 | 4 | 5 |
| -3 | 1 | 0 | 1 | -2 |
| 3 | 0 | -2 | 0 | 0 |
| -1 | -3 | 2 | 1 | 1 |
| 0 | 1 | -3 | -1 | 1 |

Suppose now, for the sake of an illustration, that we wish to find the oddment Red 3. Striking out the Red 3 column, the pertinent remaining matrix turns out to be

| -3 | 1 | 1 | -2 |
| :---: | :---: | :---: | :---: |
| $3^{*}$ | 0 | 0 | 0 |
| -1 | -3 | 1 | 1 |
| 0 | 1 | -1 | 1 |

Row 2 happens to be in the form we require-all entries are zero, except for one-so we may reduce the matrix immediately, beginning by casting out all entries which are due north, south, or east of $3^{*}$ :


To reduce this $3 \times 3$, we are attracted by the numbers in column 2 ; it is evident that we can get the desired zeros by adding row 3 to row 1 , then to row 2 . Doing so, we get


You may perhaps recognize this 6 as oddment Red 3, for this example is the one you solved by Revelation at the beginning of the chapter.

## EXAMPLE22. THESECONDHANDCAR

Gladyn and Don inherit a car worth $\$ 800$. The evils of communism being well known to them, they agree to settle the ownership by means of sealed bids. The high bidder gets the car by paying his brother the amount of the high bid. If the bids are equal - which they may well be, because they agree to bid in hundred-dollar quan-tities-the ownership is determined by the toss of a coin, there being no exchange of funds. Gladyn has $\$ 500$ on hand, whereas Don has $\$ 800$. How should they bid?

In the event that ownership is decided by the toss of a coin, their

expectations are equal. Since the car is worth 800 , this expectation is therefore 400 . With this information at hand, we may now fill in the payoff matrix showing Gladyn's expected gains (in hundreds of dollars).

|  |  |  |  |  |  | 's |  |  |  |  | Row |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | Min |
|  | 0 | 4 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 1 |
|  | 1 | 7 | 4 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 2 |
| T | 2 | 6 | 6 | 4 | 3 | 4 | 5 | 6 | 7 | 8 | 3 |
| ${ }_{\sim}^{\infty}$ | 3 | 5 | 5 | 5 | 4 | 4 | 5 | 6 | 7 | 8 | 4* |
| $\frac{0}{6}$ | 4 | 4 | 4 | 4 | 4 | 4 | 5 | 6 | 7 | 8 | 4* |
|  | 5 | 3 | 3 | 3 | 3 | 3 | 4 | 6 | 7 | 8 | 3 |
| Col $\operatorname{Max}$ |  | 7 | 6 | 5 | 4* | $4^{*}$ | 5 | 6 |  | 8 |  |

We test this for a saddle-point and find immediately that it has one; because the minmax and the maxmin are both equal to 400 . In
fact the game has four saddle-points: each player should bid either 300 or 400 . Actually, the 300 bid is somewhat more attractive, because it will inflict greater penalties if the other brother does not bid well.

## EXAMPLE23. THE SILVICULTURISTS

The tree-spraying firm of Harris and Danskin was dissolving. The partners wished to buy from the company its two capital items: an air compressor worth $\$ 400$ and a quarter-ton pickup worth $\$ 600$.


They decided to submit sealed bids, in multiples of $\$ 200$, for each item. In the event of a tie, the buyer would be decided by a hand of showdown Poker. The proceeds of the sales would be assets of the company and therefore divided between the partners.

We shall represent a bidding strategy by a two-digit index, such as 42 , which means a bid of $\$ 400$ for the compressor and $\$ 200$ for the truck. The payoff matrix (to Harris), in hundreds of dollars, is then easily calculated. For example, if Harris bids 22 and Danskin bids 06,

Harris will receive the compressor, worth 4 , and one-half of the cash assets, $2+6$, worth 4 ; so, having paid in 2 , he nets 6 . Ties are figured at one-half the nominal values, to reflect the vagaries of Poker. The matrix is:


It is quickly established that this $12 \times 12$ game is rife with saddle-points- 16 of them, corresponding to the strategies $24,26,44$, and 46. Any of these will ensure a fair chance to each partner, but some are more punishing than others, in the presence of poor play. Bids of 200 and 400 , for the compressor and truck, respectively, may net Harris 700 if Danskin is careless. If Danskin makes these bids, Harris may net as little as 300 . If they don't play the saddle-points, the payoff can range from 200 to 800 .

Since the value of the game is $\$ 500$ to Harris, it may appear to be an unfair game to Danskin. Actually, it is symmetric: the firm is worth $\$ 1000$ and Danskin will get half of it.

The remarks in this example and in the last one, to the effect that one good strategy may at times be better than another good one, are sufficient to kindle an argument in any representative group of Game Theorists. The strict priests of the cult will protest that the minimax
principle-the equality of the maxmin and minmax, in the case of a saddle-point-is the sole guide and criterion in the body of doctrine known as Game Theory. And further, that so long as that criterion is satisfied, nothing more need be said. The application of this viewpoint to the present situation is this: We arrive at a saddle-point by assuming that the enemy is smart enough to appreciate its merits. Having accepted this viewpoint, let's not turn around (they say) and argue that one saddle-point is better than another because the enemy may not play a saddle-point strategy.

The writer has some sympathy for this attitude, but not much.

## EXAMPLE 24. COLOR POKER

Mel and Ray cannot count reliably, which somewhat handicaps them in conventional Poker. They are good at colors, however, so they devise this variant: Each antes $\$ 1$, after which one card is dealt to each from a shuffled deck; that is all they get. A black card is better than a red card; otherwise they all look alike to these peasants.

Mel, the first player, may pass, or bet $\$ 1$. If he passes, a showdown occurs, and the pot goes to the high-card holder (or is split if the cards are equal). If he bets, then Ray may fold (thereby losing), see by betting $\$ 1$ (thereby forcing a showdown), or raise by betting $\$ 2$.

If Ray raises, Mel may fold (thereby losing), or he may see by betting $\$ 1$ (followed by showdown).

Thus a player may risk up to a total of $\$ 1, \$ 2$, or $\$ 3$ in each pot, and his strategies are defined by the various totals he is willing to risk on a red card and on a black card. Thus $(1,3)$ will indicate a strategy in which a player is willing to risk up to $\$ 1$ on a red card and up to $\$ 3$ on a black one. There are nine strategies of this sort open to the players.

Setting up the payoff matrix is easy, but tedious. For each pair of strategies we make a calculation of this type [we use $\operatorname{Mel}(2,2)$ vs. Ray $(3,2)$ for illustration]:


The two left boxes correspond to cases where Mel loses $\$ 2$; he is bluffed out of the game by Ray's high bids. The upper right box represents a loss of $\$ 2$ in a showdown against a better hand; the lower right, equal hands and a draw. The deck contains equal numbers of red and black cards, so the odds favoring the four events, to which the boxes correspond, are equal. Therefore the average value of Mel $(2,2)$ vs. Ray $(3,2)$ is

$$
\frac{1 \times(-2)+1 \times(-2)+1 \times(-2)+1 \times 0}{1+1+1+1}=-\frac{6}{4}
$$

a loss for Mel of 6 quarters. Since the betting is in dollars, these quarters are in fact 25 -cent pieces. It is convenient to use them in the payoff matrix, so in the matrix just below an entry indicates the numbers of 25 -cent pieces that change hands (on the average).

|  | Ray |  |  |  |  |  |  |  |  | Row |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1,1 | 1,2 | 1,3 | 2,1 | 2,2 | 2,3 | 3,1 | 3,2 | 3,3 | Min |
| 1,1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0* |
| 1,2 | 1 | 0 | $-2$ | 2 | 1 | $-1$ | -2 | -3 | -5 | $-5$ |
| 1,3 | 1 | 0 | 0 | 2 | 1 | 1 | 3 | 2 | 2 | 0* |
| 2,1 | 3 | 0 | 0 | 2 | -1 | -1 | 0 | $-3$ | -3 | $-3$ |
| © 2,2 | 4 | 0 | -2 | 4 | 0 | -2 | -2 | -6 | -8 | $-8$ |
| < 2,3 | 4 | 0 | 0 | 4 | 0 | 0 | 3 | -1 | -1 | -1 |
| 3,1 | 3 | 0 | -1 | 2 | -1 | -2 | 2 | $-1$ | -2 | -2 |
| 3,2 | 4 | 0 | $-3$ | 4 | 0 | -3 | 0 | -4 | -7 | $-7$ |
| 3,3 | 4 | 0 | -1 | 4 | 0 | $-1$ | 5 | 1 | 0 | -1 |
| Col Max | 4 | 0* | 0* | 4 | 1 | 1 | 5 | 2 | 2 |  |

The analysis, happily, is not tedious: At the outset we find saddle-points-four of them-corresponding to $\operatorname{Mel}(1,1)$ or $(1,3)$ against Ray (1, 2) or ( 1,3 ). Thus neither player should bluff, in the sense of bidding high on a poor hand, but Mel may make disarming low bids (and Ray medium ones) on good hands.

The value at the saddle is zero, so the game is fair. This is somewhat unexpected, in view of the lack of symmetry in the play and in the payoff matrix. This example gives you a glimpse of the complications which would arise if we were to analyze conventional Poker.

## EXAMPLE 25 . FOR OLDERCHILDREN

In Chapter 3 we discussed a children's game called Scissors-PaperStone. This may be generalized, in two fundamentally different ways, to a five-element game for older children. One of these has the intuitive solution, and the other does not.

Let's call this game Stone-Water-Scissors-Glass-Paper. It is obvious to any child that Water wets Stone and Paper, Scissors cost more than Water and Stone, Glass is more brittle than Water and Scissors, Paper is more flexible than Scissors and Glass, and Stone is thicker than Glass and Paper. These relations may be diagramed as follows, where the arrows indicate the direction of flow of assets:


If we count win, lose, and draw for Blue as $1,-1$, and 0 , respectively, and if we identify the strategies by the numbers in the diagram, the payoff matrix becomes:

Red

|  | 1 | 2 | 3 | 4 | 5 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0 | -1 | -1 | 1 | 1 |
| 2 | 1 | 0 | -1 | $-1$ | 1 |
| Blue 3 | 1 | 1 | 0 | -1 | -1 |
| 4 | -1 | 1 | 1 | 0 | -1 |
| 5 | -1 | -1 | 1 | 1 | 0 |

After testing, fruitlessly, for saddle-points and dominance, the all-strategies-active method finally yields the solution, namely, 1:1:1:1:1 for each player; i.e., they should mix their strategies equally.

If the directions of three arrows are reversed-say by deciding that after all Paper burns better than Water, that Scissors cut Paper, and that Stone breaks Scissors-i.e.,
(2)

(5)
Paper
the payoff matrix becomes Red

|  | 1 | 2 | 3 | 4 | 5 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0 | -1 | 1 | 1 | 1 |
| 2 | 1 | 0 | - 1 | -1 | -1 |
| Blue | $-1$ | 1 | 0 | -1 | 1 |
|  | -1 | 1 | 1 | 0 | $-1$ |
|  | -1 | 1 | $-1$ | 1 | 0 |

After a brief return to the mines, you will find that the solution for Stone-Water-Scissors-Glass-Paper is now 3:3:1:1:1.

## EXAMPLE 26. THEPROCESS SERVER

Gary, a process server, watches first one door and then the other, hoping to catch Steve when he comes out. Steve's friend, Scott, is in the building, too, and is willing to assist Steve. Never having had this trouble before, they cannot identify Gary in the crowd.

They may leave by either door and either may go first. Gary may tag either the first or second man who appears at the door he is
 watching, but if he tries to serve Scott while Steve is watching from a window, Steve will escape through the other exit. A hit on Steve counts as 1 for the law and a miss as 0 .

Gary has four pure strategies: he may watch either door and tag or pass up the first man he sees.

Steve has a richer-and more complicated--collection: Two of his strategies are to go first, through either door; no further decisions are
required if he uses one of these. He has four more strategies, one of which is to send Scott out one door and watch for developments; if Scott is tagged, to escape through the other door, and if Scott is not tagged, to follow him-and hope for the best. There are four strategies of this type, obtained by sending Scott out either the front or rear door and by following or not following him through the same door.

We have a $4 \times 6$ game. The pure strategies having been unraveled, it is very easy to write the payoff matrix. The code is: $F$ or $R$ denotes Steve's use of front or rear door; $f$ or $r$ denotes the same for Scott.

Steve and Scott

| Door Watched | Man Tagged | $\begin{gathered} F \\ (1) \end{gathered}$ | $R$ (2) | $\begin{aligned} & f, F \\ & (3) \end{aligned}$ | $f, R$ (4) | $r, R$ (5) | $\begin{gathered} r, F \\ (6) \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Front | 1st (1) | 1 | 0 | 0 | 0 | 0 | 1 |
|  | (2nd (2) | 0 | 0 | 1 | 0 | 0 | 0 |
| Rear | 1st (3) | 0 | 1 | 0 | 1 | 0 | 0 |
|  | (2nd (4) | 0 | 0 | 0 | 0 | 1 | 0 |

Our usual methods of solution work very well, as there are 4 active strategies in the good mixed strategies. There are several basic mixed strategies in this game: Steve may play the odds $1: 1: 1: 1$ with any 4 pure strategies which form a $4 \times 4$ matrix having a 1 in each row and column; for example, strategies 3, 4, 5, 6 .

Gary's best mix is $1: 1: 1: 1$, and the value of the game is $1 / 4$ (to Gary). If Steve were alone in the building, the value would be $1 / 2$; so Scott's connivance is very worth while.

## EXAMPLE27. THEPALM GAME

This game involves two players, each of whom palms a coin, or doesn't, after which each guesses the total number palmed. The strategies available to a player are:
(a) Palm no coin, guess total is 0 .
(b) Palm no coin, guess total is 1 .
(c) Palm 1 coin, guess total is 1 .
(d) Palm 1 coin, guess total is 2.

Counting ties as 0 , wins and losses for Blue as +1 and -1 , we get the following game:

Red


This game has no saddle-point and no dominant strategies, and our all-strategies-active method results in zero odds for all concerned; so we have troubles: there must be a smaller game, embedded in the $4 \times 4$, whose solution satisfies the larger game. Among the $2 \times 4$ subgames is Red

|  | 1 | 2 | 3 | 4 |
| :---: | :---: | :---: | :---: | :---: |
| 2 | -1 | 0 | 0 | 1 |
| Blue 3 | 1 | 0 | 0 | -1 |

It is easy to establish that Blue 2 and Blue 3 should be played according to the odds $1: 1$ and that Red should play1:0:0:1; and this solution holds up in the original game.

However, observe that this grand strategy is not the sole one available; for this $2 \times 4$,

Red

|  | 1 | 2 | 3 | 4 |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 0 | 1 | -1 | 0 |
| 4 | 0 | -1 | 1 | 0 |

also has a solution which satisfies the original game, namely, 1:0:0:1 and 0:1:1:0 for Blue and Red, respectively.

So now we know two good ways to play the game: Use strategies 1 and 4 , or use strategies 2 and 3 ; and whichever pair you use, mix them by an equal-odds device. It may also be clear that we can go a step further and get a more general solution based on both of these
grand strategies: namely, use all four strategies mixed any way you like, provided the oddment for Blue 1 is the same as for Blue 4 and the oddment for Blue 2 is the same as for Blue 3. (The same for Red.) Thus the odds 7:3:3:7 constitute a good mixed strategy, for either player, as do the odds 3:7:7:3, or any other similar set of numbers.

This is the first time that we have emphasized the phenomenon that a game may have more than one good grand strategy; but we have seen it before, in a plethora of saddle-points, where a good grand strategy was a pure strategy. The principle is entirely general, and probably obvious: If a game has several solutions, each being a pure or a mixed strategy, then these in turn may be mixed, in any way you choose.

## EXAMPLE 28. THE ADMINISTRATOR'S DILEMMA

The leader of the gang exhibited his openers and extended both hands to rake in the modest pot. He froze in the act as the new mem-ber-Cecil the Trigger-whipped something from his pocket and plunged his hand below the edge of the table.
"Well, Cecil?"
"I was just thinking, Paul. It would be nice for you to give me a present, let's say in honor of my joining the crowd-whatever swag (the gang is British) you happen to have on you, and that sparkler would be suitable. Don't waste your time wondering what's in my hand. It's just a . . "

Now it may be that Cecil is about to say 'gun.' On the other hand, he may name some innocuous object; perhaps a pipe. In either event, Paul is faced with a complex administrative decision. What are some of the possibilities?


Paul feels that the money is relatively unimportant: the important stakes are his life and prestige. Beginning with the grimmest possibilities, he lists:
(a) Facing up to a gun and getting shot.
(b) Backing down from a pipe which Cecil says is a pipe.
(c) Backing down from a pipe which Cecil says is a gun.
(d) Backing down from a gun which Cecil says is a gun.
(e) Backing down from a gun which Cecil says is a pipe.
$(f)$ Facing up to a pipe which Cecil says is a pipe.
(g) Facing up to a pipe which Cecil says is a gun.

Paul decides to rate these on a scale running from 0 to 10 , the horrible ( $a$ ) being 0 and the triumph ( $g$ ) being 10 -no difficulty there. The assignment of values to the others is an unsatisfying art, which may make you unhappy; just remember that Paul is suffering too.* He decides to rate being completely duped at 5 , and the intervening possibilities at $6,7,8$, and 9 . The strategies open to Cecil are four: he may flash a gun, or not; and he may say he has a gun, or not. Paul also has four: he may believe, or disbelieve, whatever Cecil says; or he may believe the statement 'gun' and disbelieve the other, or vice versa. He ends up with this game:

Cecil

|  |  |  |  | g, 1 | $g, P$ 2 | $p, G$ 3 | $p, P$ 4 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Paul | $B G$, | $B P$ | 1 | 7 | 0 | 6 | 9 |
|  | $B G$, | DP | 2 | 7 | 8 | 6 | 5 |
|  | $D G$, | $B P$ | 3 | 0 | 0 | 10 | 9 |
|  | $D G$, | DP | 4 | 0 | 8 | 10 | 5 |

where
$g$ and $p$ indicate gun and pipe
$G$ and $P$ indicate Cecil's claims
$B$ and $D$ indicate belief and disbelief
Thus Cecil's second pure strategy is to point a gun and claim it is a pipe. Paul's first pure strategy tells hirn to believe the statement-his last act, it turns out.

[^14]The solution runs along standard lines. We try to solve the $4 \times 4$ and our methods yield nothing but trouble; so we drop to a $3 \times 3$. Because Paul 3 and Cecil 3 appear somewhat unattractive, we try to do without them, and succeed. A solution for Paul is the mixture 7:17:0:4. The value of the game is 6 . Cecil can hold Paul to this by playing 0:1:0:2. (Besides 7:17:0:4, Paul has these solutions: 1:3:0:0 and $3: 21: 4: 0$.)

It may seem astonishing that Paul doesn't stick to Paul 2, i.e., believe 'gun' and disbelieve 'pipe.' This is because he attaches value to prestige. If he did not rate prestige so high-in terms of our measurement scale, if he placed all the payoffs (except 0 ) near 10 , but preserved the order-then the odds favoring Paul 2 would increase. For example, if he rates prestige factors rather lightly, he may use

$$
0,9.5,9.6,9.7,9.8,9.9,10
$$

as payoffs (instead of $0,5,6,7,8,9,10$ ). A solution in this case turns out to be 291:9411:0:192—practically 3:94:0:2—and another is 3:99:0:0; so he still should not follow Paul 2 blindly. In this game, Cecil should play 0:4:0:98; i.e., he should always say he has a pipe, and should usually tell the truth.

## EXAMPLE 29. THECOLONELBLOTTOPROBLEM

The Task Force Commander, who had feared he would not make contact with the Reds, now feared he had made too much contact; for his companies at both advance points had become fully engaged, within a 10 -minute interval.

When he planned this operation, G-2 had estimated the enemy at 600 men, whereas his own Intelligence now fixed the number at 1000 (probably 5 companies). So his two battalions of riffemen ( 6 companies) appeared to have an edge of about a company, instead of the comfortable factor of two he had planned on. His orders were to "destroy the maximum number of the enemy, at the least cost to your Command." The General Staff observer, a colonel who had attached himself for the duration of the mission, had been quietly amused when the Commander read this impossible directive to his battalion and company commanders, which served to confirm the Commander's views on visiting General Staff personnel.

His Baker and Dog companies were engaged at some distances to
the northeast and to the northwest, respectively, of his main body. The remaining four companies were at hand and could be used in support of either point. As he waited for his battalion commanders to join him, he wondered what the General Staff man-now scratching his back against the tree-would do if the responsibility were his. He would probably look less relaxed, by God.
"And how does it look to you, Colonel? Remind you of anything out of the Second Punic War?"
"Curiously enough, it does remind me of something-something more remote than the Second Punic. Ever hear of Game Theory?"
"The term is not even hauntingly familiar."
"I spent some time one summer with some people-by the way, you familiar with the Zombie? -well, among other things, there was

a lot of talk about this Game Theory, a mathematical business supposed to have some bearing on warfare. One of the illustrations was one called Colonel Blotto's Problem—you'll pardon me; fairly typical of their irreverent attitude, I'm afraid; very undisciplined crowd. Anyway, the curious thing is that Blotto was faced with much this same situation."
"What did the Theory suggest he do? Negotiate?"
"Worse than that. They say-remember, this isn't my idea-they say you should keep your eye on that ant-no, the one on your map case. When it reaches the grease spot, look at the second hand on your watch. If it points to 6 seconds or less, you should divide your force equally between the threatened points. If it reads between 6
and 30 seconds, give the entire reserve to Dana; if between 30 and 54 seconds, give it to Harry; if between 54 and 60 , pick out a new ant."
"Now isn't that a hell of a thing? . . . Well, let's go."
The analysis runs like this: There are 6 Blue and 5 Red companies. They are engaged at two points, in company strength. The alternatives assumed to be open to Blue are to divide his force in any of these ways: $5: 1,4: 2,3: 3,2: 4$, or $1: 5$. Red may divide his $4: 1,3: 2$, $2: 3$, or $1: 4$. We assume that equal forces result in a draw and that a superior force overwhelms the foe. The payoff is taken to be the number of companies overwhelmed, minus the number lost; this seems to meet reasonably well the spirit of the occasion, and it cannot conflict with the orders of Blue, which are strictly meaningless. The payoff matrix is:

Red

(We have used 51 to denote the $5: 1$ division of forces, etc.)
Finding the solution is a little troublesome. However, eventually we get around to trying the subgame

|  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | 41 | 32 | 23 | 14 |
| Blue ${ }^{4}$ | 4 | 2 | 1 | 0 |
|  | 1 | 3 | 0 | -1 |
|  | -2 | 2 | 2 | -2 |
| 15 | 0 | 1 | 2 | 4 |

which is obtained by dropping the fourth Blue strategy. The all-strategies-active method yields a solution which satisfies the original game, namely 4:0:1:0:4 for Blue and 3:48:32:7 for Red.

From the symmetry of the game it is evident that another, but similar, solution would turn up if we dropped the second Blue strategy, rather than the fourth. In fact, this leads, as before, to 4:0:1:0:4 for Blue, but the solution for Red is now 7:32:48:3.

While there is no great virtue in doing so-unless it is to make the odds easier to look at-you may combine* these two Red solutions into $10: 80: 80: 10$, i.e., into $1: 8: 8: 1$. Then the results may be exhibited as follows:

|  |  | Red |  |  |  | Blue <br> Odds |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 41 | 32 | 23 | 14 |  |
| Blue | 51 | 4 | 2 | 1 | 0 | 4 |
|  | 42 | 1 | 3 | 0 | -1 | 0 |
|  | 33 | -2 | 2 | 2 | -2 | 1 |
|  | 24 | $-1$ | 0 | 3 | 1 | 0 |
|  | 15 | 0 | 1 | 2 | 4 | 4 |
| Red Odds |  | 1 | 8 | 8 | 1 |  |

Thus Blue should favor the extreme division of his force, over the equal division, with odds of $8: 1$, and he should never use the intermediate division. Red on the other hand should favor the more nearly equal division over the extreme division.

The value of the game to Blue is $14 / 9$-between one and two companies. The business about the ant, the map case, and the second hand was a device for producing odds of $4: 1: 4$, those needed by Blue.

The example may be carried another step. Suppose the natural sequel to the two battles is a third battle, between the survivors. We may then ask: How should the commanders plan the initial battles so as to maximize their expectations at the end?

According to our ground rules, the side which enters the final

[^15]battle with the greater number of companies will overwhelm the other side; so its final payoff will be equal to the original strength of the enemy minus any friendly companies lost in the first two engagements. If the survivors are equal, no further company losses will occur. From these rules and the original matrix, it is easy to arrive at one which characterizes the new situation:

|  |  | Red |  |  |  | Blue <br> Odds |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 41 | 32 | 23 | 14 |  |
| Blue | 51 | 5 | 4 | 4 | 4 | 10 |
|  | 42 | 5 | 5 | 3 | -1 | 0 |
|  | 33 | -5 | 5 | 5 | -5 | 1 |
|  | 24 | $-1$ | 3 | 5 | 5 | 0 |
|  | 15 | 4 | 4 | 4 | 5 | 10 |
| Red Odds |  | 2 | 19 | 19 | 2 |  |

Here again the solution for Red is obtained by combining two solutions, namely, $1: 7: 12: 1$ and $1: 12: 7: 1$. The value is $85 / 21$.

Comparing these results with those for the two-engagement battle, we see that the over-all battle requires that Blue pay greater heed to concentrating his forces against one point; the odds favoring concentration are now 20:1, instead of 8:1.

## EXAMPLE 30. MORRA

There is a game called Morra, which, since it has a name, we did not invent. It will illustrate both a strength and weakness of Game Theory: The strength will be that the Game Theory strategy is needed by the players, for they are not likely to hit on a good scheme of play by chance; and the weakness is that a good strategy is formidable to compute.

The game is this: Each player extends some fingers and, simultaneously, guesses how many the enemy is extending. The number he may extend is 1,2 , or 3 . If only one player guesses the enemy

## 164

 THE COMPLEAT STRATEGYSTdigits successfully, the payoff to him is the total number of digits extended on the play. Otherwise, the payoff is zero. (Payments are frequently in coin, rather than fingers.) Thus if Blue holds out 3 fingers and guesses 1, while Red holds out 1 and guesses 2, Blue will win because he's right; he will win 4 units of payoff.

Each player may extend 1,2 , or 3 fingers and may guess, reasonably, that the enemy is extending 1,2 , or 3 . So there are nine possibilities open to him, i.e., nine pure strategies. We will identify these by a two-digit number such as 32 , where the first digit represents the number he extends and the second represents his guess. Labeling the strategies in this way and calculating the payoffs, we represent Morra by the following $9 \times 9$ matrix:


A flash of genius is a useful thing at this point, because straight calculation is wretched. Our methods yield a complete set of zero odds when applied to the $9 \times 9$-apparently nobody wants to play. This means that one or more of the pure strategies must be excised, after which the thus-reduced game must be solved. There are $98 \times 8$ 's to consider (when we take advantage of symmetry, so there won't be 81 ), $367 \times 7$ 's, and $846 \times 6$ 's. We didn't do it that way.

For reasons bordering on numerology, and mildly aided by a knowledge of the answer, we became interested in the $1265 \times 5$ games which are symmetric in the strategies. We were lucky enough to find this one-from which the first, fourth, sixth, and ninth strategies have been excised-at the third trial: Red


Using our all-strategies-active method, we grind out these odds (the common factors have been eliminated):
0:5:4:3:0

We test and find that these do satisfy the $5 \times 5$ subgame and, moreover, the original $9 \times 9$. So a sound way to play Morra is

| Strategy: | 11 | 12 | 13 | 21 | 22 | 23 | 31 | 32 | 33 |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Odds: | 0 | $:$ | 0 | $:$ | 5 | $:$ | 0 | $:$ | 4 | $:$ |

The three noticeable component strategies are (1) to extend 1 finger and guess 3 for the other fellow, or (2) to extend 2 and guess 2 , or (3) to extend 3 and guess 1 ; and to mix these three according to the odds $5: 4: 3$. The value of the game is zero, of course, it being a fair game. It is probably a good game to teach to your friends, since the solution is easy to memorize, and yet difficult to intuit.


They may turn corners, but cannot turn around. Traveling at the same speeds, they are given enough time to cover one-fourth of the maze, after which the mouse is rescued, if he is available. What should their strategies be?

They of course instantly recognize that the maze is equivalent to this one:

and therefore that the eight possible pure strategies look like this:


If we count cat-catches-mouse as 1 and cat-misses-mouse as 0 , then
the cat is the maximizing player and the mouse is the minimizing player. By comparing the various pure strategies, this payoff matrix is found:

Mouse

|  | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 1 |
| 2 | 0 | 1 | 1 | 1 | 1 | 1 | 1 | 0 |
| 3 | 0 | 1 | 1 | 1 | 1 | 1 | 1 | 0 |
| 4 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 0 |
| 5 | 0 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| 6 | 0 | 1 | 1 | 1 | 1 | 1 | 1 | 0 |
| 7 | 0 | 1 | 1 | 1 | 1 | 1 | 1 | 0 |
| 8 | 1 | 0 | 0 | 0 | 1 | 0 | 0 | 0 |

Now Cat 5 dominates Cat 1, 2, 3, 6, and 7; and 4 dominates 8 . Mouse 1 is dominated by Mouse 5, and 8 by 4 . Also, Mouse 2, 3, 6, and 7 are alike. Thus the game reduces to

|  | Mouse |  |  |
| :---: | :---: | :---: | :---: |
|  | 1 | 2 | 8 |
| 4 | 1 | 1 | 0 |
| Cat 5 | 0 | 1 | 1 |

which is easy to solve: The cat should mix Cat 4 and 5 equally, and the mouse should mix 1 and 8 equally.

Referring back to the descriptions of the pure strategies, we see that the cat should travel along small loops, and that the mouse should stick to the outside of the maze.

## EXAMPLE 32. MERLIN

"I need some help," Guinevere began. "That hussy Yseult has an uncanny knack of having her kerchief worn by the winner when the boys do a little jousting, and my champion is often horizontal at the end. It's practically insubordination, and it must stop."

Merlin's left hand became a toad; it croaked at him. He started slightly and sat up straighter.
"Pardon me, my dear, my mind must have wandered for a moment . . . Yes, the jousts. I haven't been following them lately. What are the present rankings?"
"It's terribly confusing," wailed Guinevere. "There have been only seven Senior knights in town lately, and most of their tilting has been indecisive. However, some definitely have a hex on others. You can rely on Lancelot to beat Tristram; Tristram to beat Gareth and Lamorak; Lamorak to beat Gawain and (so help me!) Lancelot; Gareth to beat Tor; Tor to beat Sir Kay and Tristram-I wonder if he's really so honest. Then Kay beats Gawain, and Gawain beats Gareth. It's maddening; they're so consistent in some ways, but . . ."
"But they're not transitive," murmured Merlin, as he took notes, which looked like this:

"That Tor-Tristram development isn't very neat, but it will do. Gwen, just make yourself comfortable for a few minutes-a subject of this difficulty deserves a trance."

Merlin slumped down with closed eyes. Lady Guinevere sat perfectly still, transfixed by the beady eyes of his familiar, the small owl who made its nest in his hair.

The old man shuddered, and sat up. "My," he sighed, "I always find it grueling when I have to visit-even briefly-the twentieth century; but I found what I wanted. There is a thing called-well, let's say Jousting Theory. I won't bother you with the details. Here's what you do: Put some stones, marked with the knights' colors, in an urn; also-and this is vital-a pinch of the finest unicorn horn, finely ground. Don't put in stones for Kay and Gawain. When you want to choose a knight, shake the urn, do two somersaults-one backwardand draw a stone. You will at least hold your own with Yseult."
"Why, that's wonderful, Merlin! How can I possibly repay you? Name your boon!"
"Well," said Merlin, "you know how it is: by and large I can arrange for most of my wants"-as he spoke he raised to his lips a slice of smoked salmon which had materialized in his hand. As he nibbled at it he went on: "Of course, you could do a somersault for me, as you go through the doorway. I'd like to see it, without having to arrange it."

Counting indecisive combats (draws) as 0 and wins and losses for Guinevere as 1 and -1 , the payoff matrix is:

Yseult

Guinevere 4

|  | 1 | 2 | 3 | 4 | 5 | 6 | 7 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0 | 1 | 0 | 0 | 0 | 0 | -1 |
| 2 | -1 | 0 | 1 | -1 | 0 | 0 | 1 |
| 3 | 0 | -1 | 0 | 1 | 0 | -1 | 0 |
| 4 | 0 | 1 | -1 | 0 | 1 | 0 | 0 |
| 5 | 0 | 0 | 0 | -1 | 0 | 1 | 0 |
| 6 | 0 | 0 | 1 | 0 | -1 | 0 | -1 |
| 7 | 1 | -1 | 0 | 0 | 0 | 1 | 0 |

Here the strategy index identifies the knights.
The analysis is straightforward, though tedious. By exhaustively examining the $7 \times 7$ game, and the $6 \times 6$ 's contained in it-or by a little trial and error-you eventually get down to a $5 \times 5$ based on knights $1,2,3,4$, and 7 . The solution to the $5 \times 5$ turns out to be to mix these five knights equally; and this also solves the original game. So both girls should use this mixed strategy: elect knights according to the odds 1:1:1:1:0:0:1.


## SUMMARY OF $4 \times m$ METHODS

Let us pause now to review our position on $4 \times 4$, and larger, games. Our procedure is to search, first, for a saddle-point; if one is present, we know that a satisfactory grand strategy is to use the pure strategy identified with the saddle-point. If the game does not possess a saddle-point, we clean out of the matrix all of Blue's dominated strategies and all of Red's dominating ones; unfortunately, our test for dominance is purely inspection, which is fallible in all casesespecially in those we have called cases of hidden dominance, where a combination of pure strategies dominates (or is dominated by) a pure strategy. In any event, having cleaned the matrix to the best of our ability, we then make the assumption, tentatively, that all strategies are active and we try to compute the best mix, using a very explicit and firm procedure. There is a reasonable prospect-perhaps a little more-that we will find ourselves in trouble when we finish, thanks to the number of pitfalls that beset the path.

What guise will this trouble wear? Actually, it has a varied wardrobe and many sets of false whiskers. We met it earlier, in a $3 \times 3$ game, when the oddments for all of Blue's strategies seemed to be
zero, a patently false answer; the answer may be correct if the odds for some strategies are zero, but not when all of them are. A useful check (before common factors are divided out) is that the sum of the oddments for all of Blue's strategies must be the same as Red's total. If they are not, either the method has failed or the arithmetic is at fault; since you won't know which it is, the latter must be rechecked carefully. Again, trouble may first be noticed when you calculate the average payoff of the grand strategy against each pure strategy of the enemy-someone may be winning or losing more than he is entitled to, assuming proper play on both sides.

In all cases where trouble develops, once you are convinced the arithmetic is sound, the cure is the same-and unpleasant: Drop some strategies, solve the thus-reduced game, and try this solution in the original game. If the game is very large, you should venture further carefully, calling up all reserves of insight and luck that can be mustered, or quietly retire from the field; for the situation may be desperately out of control-there being an awful lot of subgames awaiting inspection.

If, in the original large game or in the one that remains after the matrix has been cleaned (by dominance arguments), one player has more pure strategies than the other, nothing new is required. Both players are bound to have good grand strategies which use no more pure strategies than are available to the player who has the fewer. It follows then that, to perform the all-strategies-active calculation, you must eliminate enough strategies from the repertoire of the player who has an excessive number to bring the game to square form. Thus a $5 \times 10$ game must be reduced to $5 \times 5,4 \times 4$, or even to a lesser game before you can hope to calculate the solution. Since there are many possibilities, the process may be tedious, perhaps prohibitively so.

With the heartening remarks of the last two paragraphs as sustenance, fortified with good will and Godspeed, we now offer to the brave among you some Exercises.

## EXERCISES 5

Determine the oddments and values of the following games:
1.

Red

2.

3.

Red

4.

Red

5.

Red

6.

7.
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Red

8.

9.
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10. 

Red

11.

12.

Red


14.

15.

16.
Red

17.

18.

Red

|  | 1 | 2 | 3 | 4 | 5 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 6 | 4 | 9 | 3 | 7 |
| 2 | 0 | 2 | 9 | 8 | 5 |
| Blue 3 | 5 | 3 | 4 | 2 | 4 |
| 4 | 1 | 6 | 2 | 1 | 8 |
| 5 | 1 | 6 | 1 | 3 | 6 |
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20.

21.

Red

|  | 1 | 2 | 3 | 4 | 5 | 6 | 7 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 8 | 3 | 1 | 3 | 2 | 5 | 3 |
| 2 | 6 | 6 | 0 | 0 | 2 | 4 | 1 |
| 3 | 0 | 3 | 5 | 6 | 6 | 7 | 6 |
| 4 | 6 | 4 | 9 | 3 | 1 | 0 | 6 |
| 5 | 1 | 6 | 4 | 4 | 3 | 5 | 6 |
| 6 | 7 | 8 | 2 | 1 | 5 | 0 | 0 |

22. Red

\left.|  | 1 | 2 | 3 | 4 | 5 |
| ---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 | 3 | 1 | 4 | 1 |$\right] 6$

## Miscellany

This chapter has the characteristics of a catchall. It includes gamesolving devices and aids, as well as brief mention of subjects the full discussion of which would take us well beyond the proper range of the book. Some of the items included have already put in a specterlike appearance, usually at times when it was not expedient to explore each dimly lit corner and thus lay the ghosts.

We begin, however, with a subject which is a somewhat logical continuation of the last chapter, though it represents a complete break in method.

## APPROXIMATIONS

We have grubbed along now for several chapters, working into larger and larger games; and we have reached the point where we can assert that we know how to go about solving an arbitrarily large one. Perhaps more accurately, we have methods which, when applied to a game whose strategies and payoffs are listed, will yield a solution. This is impressive enough to warrant mutual congratulations.

Having said that, we must now go on and admit that general conditions are deplorable. Our position is somewhat comparable to that of a clerk who un-
 dertakes to satisfy the National Debt by disbursing one-dollar bills: the .unit operation, counting out bills at, say, one per second, is feasible and well understood; but our clerk has-what with vacation, sick leave, and the forty-hour week-a forty-thousand-year task. In our case, when the number of strategies available to each player is somewhere between four and ten-exactly where the break comes depends on the power of your intuition and on the quality of your luck-the industry required becomes prodigious. For instance, the number of $4 \times 4$ subgames in a $10 \times 10$ game exceeds forty thousand.

In view of this difficulty with games which lie on the sunny side of $10 \times 10$, it may occur to you that even the professional game solver will blanch slightly at the task of getting exact solutions to games in the range from $10 \times 10$ to $100 \times 100$. As a matter of fact, his pallor is awful. To illustrate how bad things can be: The number of subgames which may have to be examined in a $130 \times 130$ game is something like a one with seventy-eight zeros after it, which is truly a magnificent number; the proverbial astronomical number at last, for it coincides with Eddington's estimate of the number of protons in the universe.

It is evident that we are, in some way, requiring too much. A scientific theory should do more than provide us with impossible tasks, and examination of all the subgames present in a large game is strictly impossible. So we need either a more powerful method of analysis or a less demanding requirement; and, being mathematical cowards, we prefer the latter.* A great amelioration of our situation will come about if we back off on the requirement for an exact solution and content ourselves with an approximate one.

The need to make such a compromise is not novel, nor do we thereby lose any practical utilities. The situation is comparable to that faced by a man who is given a long board, a saw, a measuring tape, and orders to cut five lengths which can be formed into a square having a diagonal brace-the parts to fit exactly. If he is a mathe-


2; and this number is not marked on any tape. However, laying aside his mathematical toga and the requirement that they fit exactly, he can provide parts which will satisfy any reasonable demand.

In approaching the subject of approximations, we must make a preliminary decision. Are we interested in finding a mixed strategy which resembles, physically, the best one? Not necessarily; while good form is frequently an admirable quality, as in cricket, our chief interest may be only that the value of the game be attained-approximately. This attitude will give us some latitude, for there may be many strategies which yield a reasonably good payoff; and it would only reduce that number if we were to require that they be beautiful, too. And the more there are, the easier it ought to be to find one.

We shall describe a method which is both powerful and mathematically respectable. You may think of it as a succession of plays of a game; and at each stage the players make the countermove which looks best in view of what the enemy has done to date. It is most easily exhibited by using a specific matrix, but it is completely general and will work for any matrix. Take, then, the game:


Mark any row you wish (the first, say) by putting an asterisk at the end of it. Then copy that row below the matrix, and mark the smallest number in it:

| 2 | 3 | 1 | 4 |
| :---: | :---: | :---: | :---: |
| 1 | 2 | 5 | 4 |
| 2 | 3 | 4 | 1 |
| 4 | 2 | 2 | 2 |
| 2 | 3 | $1^{*}$ | 4 |

This completes the first step in the approximation process. Continuing, the number 1* marks the third column; copy that column at the right, and mark its largest number, $5^{*}$ :

| 2 | 3 | 1 | 4 |
| :---: | :---: | :---: | :---: |
| 1 | 2 | 5 | 4 |
| 2 | 3 | 4 | 1 |
| 4 | 2 | 2 | 2 |
|  | 1 <br> 5 |  |  |
| 4 |  |  |  |
| 2 | 3 | $1 *$ | 4 |

This 5* marks the second row; add that row, piece by piece, to the row already below the matrix, and mark the smallest number, $3^{*}$, in the new row:

| 2 | 3 | 1 | 4 |
| :--- | :---: | :---: | :---: |
| 1 | 2 | 5 | 4 |
| 2 | 3 | 4 | 1 |
| 4 | 2 | 2 | 2 |
|  | 4 |  |  |
| 2 | 3 | $1^{*}$ | 4 |
| $3^{*}$ | 5 | 6 | 8 |

This completes the second step in the process and we are solidly in business: just keep going. The next step, since $3^{*}$ marks the first column, is to add that column, piecewise, to the column already at the right:

| 2 | 3 | 1 | 4 |
| :---: | :---: | :---: | :---: |
| 1 | 2 | 5 | 4 |
| 2 | 3 | 4 | 1 |
| 4 | 2 | 2 | 2 |
| 2 | 3 | 3 |  |
| $5^{*}$ | $6^{*}$ |  |  |
| 4 | 6 |  |  |
| 2 | 6 |  |  |
| $3^{*}$ | 5 | 6 | 4 |

We mark its greatest number, 6*. (Here several numbers tie for greatest; it doesn't matter which is marked.) Since 6* marks the second row, we add that row to the bottom row, completing the third step, and so on. We carry out the process for ten steps to give a better view of it. (Note that we do not place a mark in the last column, the last numbers written.)


A reasonable question at this point is: So what? We have a smooth mechanical process, which could be subcontracted to child labor, and no clue to its significance. Let us continue, in this detached fashion, just one step further: Count the asterisks after each row and column, and write the totals next to the matrix:

|  |  |  |  |  |  | Blue |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 1 | 2 | 3 | 4 | Odds |
| Blue | 1 | 2 | 3 | 1 | 4 | 1 |
|  | 2 | 1 | 2 | 5 | 4 | 2 |
|  | 3 | 2 | 3 | 4 | 1 | 2 |
|  | 4 | 4 | 2 | 2 | 2 | 5 |
| Red Odds |  | 3 | 6 | 1 | 0 |  |

These totals are estimates of the odds according to which Blue and Red should mix their strategies; in this case, 1:2:2:5 and 3:6:1:0, respectively.

How good are these estimates? We can judge this by observing how bad things can be for players who use these mixed strategies. Referring to the calculation, we see (from the bottom row) that Blue's winnings in 10 plays may be as small as 23 ; this would occur if Red consistently used his second strategy. So Blue's average winnings for 10 plays may be as small as 2.3. Similarly, from the column at the extreme right, we see that Red's mix could cost him (after 10 plays) as much as 28 (if Blue played Blue 3 every time), an average of 2.8 per play.

The spread between 2.3 and 2.8 reflects imperfections in the strategy mixes used; for if the grand strategies were optimum, each player would guarantee himself average winnings (or losses) equal to a number which lies between 2.3 and 2.8 .

The range of uncertainty, 2.3 to 2.8 , is about 20 per cent of the payoff, which is rather large. Better strategies can be found by continuing the estimation process. We find, after building the total frequencies up from 10 to 20 (as indicated here),

| 2 | 3 | 1 | 4 | 252 | $29 * 32$ | 35* $38 *$ | 3941 | $43 \quad 45$ | 4953 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 2 | 5 | 4 | $20 \quad 2$ | 2426 | 2830 | 3536 | 3738 | 4246 |
| 2 | 3 | 4 | 1 | 28* 29 | 2932 | 3538 | 42* 44* | 46* 48 * | 4950 |
| 4 | 2 | 2 | 2 | $26 \quad 28$ | 2830 | 3234 | 3640 | 4448 | 50* 52 |
| 28 | 23 | 29 | 24 |  |  |  |  |  |  |
| 30 | 26 | 33 | 25* |  |  |  |  |  |  |
| 32 | 29* | 34 | 29 |  |  |  |  |  |  |
| 34 | 32* | 35 | 33 |  |  |  |  |  |  |
| 36 | 35* | 36 | 37 |  |  |  |  |  |  |
| 38 | 38 | $37 *$ | 41 |  |  |  |  |  |  |
| 40* | 41 | 41 | 42 |  |  |  |  |  |  |
| 42* | 44 | 45 | 43 |  |  |  |  |  |  |
| 44* | 47 | 49 | 44 |  |  |  |  |  |  |
| 46 | 50 | 53 | 45* |  |  |  |  |  |  |
| 50 | 52 | 55 | 47* |  |  |  |  |  |  |

that the strategies for Blue and Red have changed to 5:2:7:6 and 6:9:2:3, respectively, and the average winnings and losses are now confined to the range from $47 / 20$ to $53 / 20$, i.e., from 2.35 to 2.65 . So the uncertainty in the payoff has been reduced from some 20 per cent to about 12 per cent.

This may be satisfactory; if not, the process may be continued indefinitely. As the frequencies increase, fluctuations in the guaranteed payoffs will occur; but in general the strategies found will yield payoffs certified to approach, more and more closely, the value of the game.

The exact solution to this game is $8: 3: 7: 9$ for Blue and $5: 7: 3: 3$ for Red; and the value to Blue is 25 .

When the payoff matrix is built of small integers, this method permits us to face $10 \times 10$ games, and even larger ones, with equanimity; for only modest quantities of paper, pencil, and time are needed.

## MORE ON DOMINANCE

The discussion of dominance in earlier chapters was quite sketchy, so as not to disturb the general line of thought; that danger being past, we may now fill in the blanks. To avoid tiring repetitions from a slightly different viewpoint, we shall phrase all items in terms of Blue's problem and trust that you will make the necessary modifications when applying them to Red's.

We have learned to drop instantly any strategy which is dominated by another; thus, if the payoffs in one row are smaller than the corresponding ones in another, we omit the former row. You may do this even if some of the corresponding payoffs are equal. When all are smaller, the situation is called one of strict dominance; when some are equal, it is called (of course!) nonstrict dominance. The reason it is worth while to distinguish these by inventing special names is this: Eliminating a row by nonstrict dominance may make a subtle change in the game, in that the new game may have fewer solutions than the old one. Since we have devoted our attention exclusively to finding one solution, rather than to finding all solutions, we have not needed to discriminate the kinds of dominance.

It has also been mentioned that a row may be dominated by a felicitous combination of rows; thus in

two parts (i.e., by weight) of Blue 1 are dominated by one part of Blue 2 mixed with one part of Blue 3 .

Further, if some row dominates a mixture of others that uses the same total number of parts, or odds, then a row in the mixture is unnecessary.

There is no rule of thumb for identifying these situations, and they are not always obvious; indeed, it isn't reasonable to expect to have a simple rule, for the problem is similar to that of finding a good mixed strategy for the game. However, a little looking is worth while. Thus in Example 16, The Heir (page 101), row 1 is readily seen to be dominated by a $1 / 2: 1 / 2$ combination of rows 2 and 3 , and should therefore be omitted.

We mention one final type of dominance-the matrix type-which is similar in spirit to the saddle-point idea; in fact it is a generalization of the saddle-point. Let us consider, briefly, the following un-friendly-appearing object:

| 1 | 3 | 1 | 4 | 6 |
| ---: | ---: | ---: | ---: | ---: |
| 2 | 0 | 3 | 3 | 1 |
| 3 | 1 | 3 | 5 | 4 |
| -1 | -1 | 6 | -1 | 2 |
| 0 | -4 | 0 | 3 | 4 |
| 2 | -1 | 10 | 1 | 2 |
| -3 | 0 | 3 | 4 | 5 |

There is a very good reason for subdividing it into four components, as follows:

| 1 | 3 | 1 | 4 | 6 |
| ---: | ---: | ---: | ---: | ---: |
| 2 | 0 | 3 | 3 | 1 |
| 3 | 1 | 3 | 5 | 4 |
| -1 | -1 |  |  |  |
| 0 | -4 |  |  |  |
| 2 | -1 |  |  |  |
| -3 | 0 |  |  |  |

The shaded matrix now has this important property: each column of the matrix on its right dominates some column of the shaded matrix; and each row of the matrix below is dominated by some row of the shaded matrix. The numbers of the remaining matrix are unimportant when the shaded matrix has the properties just stated; it doesn't matter at all what they are, so we do not bother to write them. As a matter of fact, when the shaded matrix has the properties noted, the precise value of all the other numbers becomes unimportant and the entire game reduces to the shaded-matrix game:

| 1 | 3 |
| :---: | :---: |
| 2 | 0 |
| 3 | 1 |

This, obviously, was worth looking for. In searching for things like it, remember that you may freely interchange any rows, or any columns. While this trick is worth knowing, you will not usually achieve a happy ending lightly; in fact, you may have to forsake your usual haunts and just live with a big matrix, before it will yield-if it will yield.

## SIMPLE SOLUTIONS

We have usually abstained from stating rules which apply only to very special games. However, the introduction of one or two at this late stage should not cause confusion.

A game is said to have a simple solution if either player may play, with impunity, every pure strategy against the enemy's good grand strategies. A particular case of this is the game in which the players' grand strategies contain all their pure strategies; of course we have used the impunity principle to test a proposed grand strategy for excellence. The simple-solution idea is therefore more comprehensive than the all-strategies-active idea, for it includes some games having pure strategies that are 'played' with zero odds. Thus, in a $4 \times 4$ game, for example, Blue may play any pure strategy against Red's grand strategy if their respective grand strategies are $3: 2: 1: 7$ and $1: 5: 2: 4$; he may do the same when the grand strategies are $3: 0: 1: 7$ and $1: 5: 0: 0$, provided the game has a simple solution (and this is it).

For example, this game has a simple solution, because each player may use any pure strategy against the other player's good mixed strategy:

|  |  | Red |  |  | Blue <br> Odds |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 1 | 2 | 3 |  |
|  | 1 | 6 | $-10$ | 3 | 0 |
| Blue 2 | 2 | 4 | 4 | 4 | 1 |
|  | 3 | 2 | 11 | 5 | 0 |
| Red Odds |  | 1 | 0 | 2 |  |

The average payoff will always be 4 .
As usual, we have no sure-fire method of recognizing, in advance, that a game has a simple solution; but there are some cases where recognition is possible. One is this:

The sum of the payoffs in rows is the same for all rows, and the sum in columns is the same for all columns. Thus in

the row sums are all 8 and the column sums are all 6 . In games such as this, there is a simple solution and it is easy to find it; in fact, it is an all-strategies-active solution, with equal odds; thus Blue $1: 1: 1$ and Red 1:1:1:1 form a solution. The value of the game is found by dividing a column sum by the number of Blue strategies or a row sum by the number of Red strategies, e.g., $6 / 3$ or $8 / 4$ here.

There is one other class of simple-solution games which we can recognize, but which will require a tour de force by writer and reader. We must learn the meaning of diagonal and separated.

The diagonals of a matrix, say of

| 3 | 0 | 2 | 8 |
| :---: | :---: | :---: | :---: |
| 9 | 2 | 3 | 0 |
| 0 | 7 | 2 | 3 |
| 2 | 3 | 6 | 2 |

may be identified by writing the matrix a second time, under the first, and by then drawing sloping lines, so:

(Once you understand how it goes, it really isn't necessary to duplicate the matrix.)

A diagonal is said to be separated from the remainder of the matrix
if it is made up exclusively of large numbers: its smallest element must be at least as large as the largest in the remainder of the matrix.

We shall also need a magical number, say $M$, obtained by multiplying together the number of rows in the matrix and the largest number in the remainder of the matrix (the part left after omitting the separated diagonal). Now we are ready for our class of simplesolution games.

If the matrix contains a separated diagonal, and if the sum of the payoffs in each row, or in each column, is at least as large as the magic number $M$, then-so help us-the game has a simple solution.

In the present case, the 9-7-6-8 diagonal is separated. The number of rows is 4 , and the largest payoff remaining is 3 ; so $M=4 \times 3=12$. The row and column sums are $13,14,12,13$ and $14,12,13,13$-all (rows and columns, which is more than we need) at least as large as $M=12$. Thus the game has a simple solution. Easy, isn't it?

## MULTIPLE SOLUTIONS

While we have devoted our attention exclusively to the problem of finding some solution to each game, it has been evident at times that the games may have more than one solution.

The actual situation is, in a sense, explosive: Every game has either exactly one solution or infinitely many. We haven't undertaken to prove many statements in this book, but the last one is so easy as to be irresistible: Assume the game has at least two solutions (i.e., grand strategies); then these may, in turn, be mixed according to any odds -and there are infinitely many possible odds.

It may seem from this that counting solutions is not a very satisfying task-as in testing gunpowder, the activity is either minor or excessive. However, there is a way of looking at it which makes it more meaningful: Each game has only a finite number of basic solutions.

Basic solutions are defined in this manner: If a square submatrix (i.e., subgame) of the game has a unique simple solution-i.e., one such that each of the other player's pure strategies may be used against it without unnecessary loss-and if that simple solution also satisfies the original game, then it is called a basic solution. A game has only a finite number of square submatrixes (not all of which will have simple solutions); so it must have only a finite number of basic solutions. The totality of solutions is then obtained by making all possible mixtures of these basic solutions.

Here is an example:

|  | Red |  |  |  |
| ---: | :---: | :---: | :---: | :---: |
| 1 |  | 2 | 3 |  |
| Blue | 2 | 2 | 6 |  |
|  | 5 | 3 | 6 |  |
|  | 3 | 4 | 4 |  |

This has no saddle-points (which, incidentally, would be basic solutions). Of the nine $2 \times 2$ submatrixes, these two

| 2 | 6 |
| :--- | :--- |
| 5 | 3 |


| 6 | 0 |
| :--- | :--- |
| 3 | 6 |

contain completely mixed (and therefore simple) solutions, and ones which satisfy the original game; they are Blue $2: 4: 0$ vs. Red $3: 3: 0$ and Blue $3: 6: 0$ vs. Red $0: 6: 3$. (The common factors have been left in for ease of verification.) The $3 \times 3$ matrix also possesses a simple solution, and since this is itself the original matrix, the simple solution is basic; however, it happens to be identical with one of the earlier solutions (the first one). So the game has only two distinct basic solutions which, when the common factors are eliminated from the odds, may be written as

Blue 1:2:0 vs. Red 1:1:0
and
Blue 1:2:0 vs. Red 0:2:1
So Blue has a unique grand strategy, namely, 1:2:0, whereas Red may use $1: 1: 0$ or $0: 2: 1$, or any mixture of these. For example, by assigning a weight of 3 , say, to his first basic strategy and of 5 , say, to his second, he gets $3: 3: 0$ and $0: 10: 5$, which combine to give Red 3:13:5, a perfectly good grand strategy for his use.

The confirmed game addict will not be able to resist searching for the basic solutions to the following game. Blue has five and Red has one; they are given in the back of the book.

EXERCISE 6

## Red

|  | 1 | 2 | 3 | 4 |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 16 | -8 | 9 | -3 |
| Blue | -20 | 4 | 9 | -3 |
|  | 25 | 1 | 18 | -6 |
| 4 | $-11$ | 13 | $-18$ | 6 |

## ON MEASUREMENT

An obvious difficulty, which the user of Game Theory must learn to live with, has to do with the need to measure things which do not afford secure bases for measurement. This is a serious difficulty, and one which must not be underestimated. On the other hand, it is almost as easy to overestimate it, if you do not appreciate the process by which the measurements determine the strategies and the outcome of the game. Let us review, and extend somewhat, that which is relevant to this subject.

It is evident from the discussions of dominance that situations may arise in which precise measurement is not everywhere required. It may be possible without actual measurement (e.g., by qualitative comparison) to establish that some row, or column, or submatrix is dominant, and the elements thus eliminated may have been difficult to measure; after all, it is not necessary actually to measure all trees in a forest in order to find the height of the tallest.

We observed, early in our study, that a player's grand strategy is unaffected when a constant is added to each payoff of the game matrix. Therefore, in particular, if some arrangement of four distinct num-bers-say $1,7,11$, and 1066 -comprises the matrix, we shall not misplay the game if we misestimate the numbers by 533 -and use $-532,-526,-522$, and 533 . We also observed that the play is unaffected when the numbers in a matrix are multiplied by a positive constant. In particular, the last set could be multiplied by $1 / 13$, giving $-40^{12} / 13,-40 \% / 13,-40 \% 13,41$. This process of adding constants and multiplying constants can be continued, in any order. Thus we are free to add 40 to the last sets, and so we know that the games

| 1 | 7 | 1 |
| ---: | :---: | ---: |
| 11 | 1 | 1066 |
| 1066 | 1 | 7 |


| $-12 / 13$ | $-6 / 13$ | $-12 / 13$ |
| ---: | ---: | ---: |
| $-2 / 13$ | $-12 / 13$ | 81 |
| 81 | $-12 / 13$ | $-6 / 13$ |

say, are the same from the point of view of play.
It is clear, then, that the invariance of game strategies with respect to addition and multiplication of constants ameliorates, to some extent, the cross of measurement accuracy. The exact extent may be appreciated by considering a payoff matrix which contains three distinct values: it will not matter what number is assigned to the least valuable, nor to the most valuable; all that matters is the relative position of the third one.

In passing: There is one aspect important to planning which is affected by the things which do not affect the strategies, namely, the value of the garne. It may be significant to know-in fact it may affect one's intention to engage in the game, provided one is free to choose-that the game is worth 20 instead of 10 , or 10 instead of 20 ; but the same good strategy will win whichever quantity is available.

So the place where game strategies may be sensitive to errors of measurement may be thought of as the middle ground, that region between the extreme values; for the positions of the extremes may be shifted at will without effect, so long as the others are shifted appropriately, too. To gain some experience with the interplay of measurement errors, strategies, and value of the game, we give the results of a small-scale experiment:

We begin with a typical $3 \times 3$ game,
Red

|  | 1 | 2 | 3 |
| ---: | :---: | :---: | :---: |
|  | 1 | 6 | 2 |
| Blue | 2 |  |  |
|  | 4 | 8 | 4 |
|  | 3 | 3 | 10 |
|  |  |  |  |

The payoffs range from 0 to 10 , and in what follows we shall constrain all games to that range; this eliminates certain scale effects, such as addition and multiplication by constants, from the value of
the game. We now simulate measurement errors by changing, independently, each element in the matrix as follows: We add $-1,0$, or +1 , and decide which to do on the basis of equal odds; thus we are simulating a uniform random error. We make an exception to the rule: never change the original 0 or 10 , and reject any changes which will force some payoff outside this range-the purpose here is to retain the original 0 -to- 10 scale. The random-number table we happened to consult transformed the above game into this one:

|  | Red |  |  |  |
| ---: | :---: | :---: | :---: | :---: |
|  | 1 | 2 | 3 |  |
|  | 1 | 7 | 2 |  |
| Blue | 0 |  |  |  |
|  | 2 | 4 | 7 |  |
|  | 5 | 4 | 10 |  |
|  |  |  |  |  |

This process could evidently be continued: The last matrix could be subjected to a random shock, of the type described, and another matrix produced; this one would presumably be less strongly related to the original than was the second, and so on. Or the third one may be thought of as the true matrix, and the first one as being derived from it by two random shocks. We shall find it convenient, in what follows, to adopt the latter view.

Now, the question of interest is: Suppose we believe we are involved in one game, say the first, when in reality we are playing some other, say the second, or the third; how serious are the consequences of the misconception? We confine the investigation to Blue.

The second game (the true one) requires that Blue play his three pure strategies according to the odds 22:26:16, which will yield him $4^{17 / 32}$, the value of the game; but Blue, who is guided by the errorridden first matrix, believes he should use the grand strategy 7:7:6, and so he does. The consequences will depend on what Red does; if the latter uses Red 1, 2, or 3, Blue will win $49 / 20,47 / 20$, or $41 / 20$, respectively. The worst that can happen is that he will win $47 / 20$, which is 0.18 less than the $4^{17 / 32}$ he could have won had he known the true matrix.

Our experiment was carried out in the above manner. The first matrix was progressively shocked through a sequence of fourteen forms:

| $l$ |  |  |
| ---: | ---: | ---: |
| 6 | 2 | 0 |
| 4 | 8 | 4 |
| 3 | 3 | 10 |


| 4. |  |  |
| ---: | ---: | ---: |
| 7 | 1 | 0 |
| 4 | 7 | 3 |
| 0 | 4 | 10 |


| 5. |  |  |
| ---: | ---: | ---: |
| 6 | 2 | 0 |
| 3 | 7 | 3 |
| 1 | 5 | 10 |

8. 

| 3 | 3 | 0 |
| ---: | ---: | ---: |
| 2 | 8 | 4 |
| 2 | 4 | 10 |

11. 

| 1 | 1 | 0 |
| :---: | :---: | :---: |
| 0 | 8 | 4 |
| 2 | 5 | 10 |

14. 

| 0 | 2 | 0 |
| :---: | :---: | :---: |
| 1 | 7 | 3 |
| 1 | 5 | 10 |

3. 

| 6 | 2 | 0 |
| ---: | ---: | ---: |
| 3 | 6 | 4 |
| 1 | 3 | 10 |


| 6. |  |  |
| ---: | ---: | ---: |
| 5 | 3 | 0 |
| 3 | 7 | 4 |
| 1 | 4 | 10 |


| 9. |  |  |
| ---: | ---: | ---: |
| 2 | 3 | 0 |
| 1 | 8 | 4 |
| 3 | 3 | 10 |

12. 

| 1 | 2 | 0 |
| ---: | ---: | ---: |
| 0 | 8 | 3 |
| 1 | 4 | 10 |

15. 

| 0 | 3 | 0 |
| ---: | ---: | ---: |
| 2 | 7 | 4 |
| 0 | 4 | 10 |

then each game, of the last ten, was treated as the true game corresponding to the five that preceded it.

The good strategies for these games are

| Game | Blue | Red | Value |
| :---: | :--- | :--- | :--- |
|  |  |  |  |
| 1 | $7: 7: 6$ | $14: 2: 4$ | 425 |
| 2 | $22: 26: 16$ | $40: 5: 19$ | $417 / 32$ |
| 3 | $25: 24: 14$ | $36: 10: 17$ | $347 / 63$ |
| 4 | $3: 32: 27$ | $51: 9: 33$ | $3^{2939 / 1}$ |
| 5 | $36: 12: 24$ | $41: 15: 16$ | $35 / 6$ |
| 6 | $33: 3: 18$ | $36: 4: 14$ | $35 /$ |
| 7 | $4: 0: 2$ | $5: 0: 1$ | $31 / 3$ |
| 8 | $8: 0: 3$ | $10: 0: 1$ | $28 / 11$ |
| 9 | $0: 0: 1$ | $1: 0: 0$ | 3 |
| 10 | $0: 0: 1$ | $1: 0: 0$ | 3 |
| 11 | $0: 0: 1$ | $10: 0$ | 2 |
| 12 | $0: 0: 1$ | $1: 0: 0$ | 1 |
| 13 | $0: 0: 1$ | $1: 0: 0$ | 2 |
| 14 | $0: 0: 1$ | $2: 0: 0$ | 1 |
| 15 | $0: 1: 0$ | $1: 0: 0$ | 2 |

where common factors have been left in, so that the odds for Blue and Red have the same total.

With this information, the calculation is straightforward.


This table shows how far below the value of the game Blue's winnings can fall (they may not) if his strategy is based on one matrix while the game is played according to another.

These quantities should have a tendency to increase as one moves to the right, reflecting progressively greater errors in the matrix; and they do have such a tendency, for the average values of the five columns are $0.24,0.38,0.39,0.41$, and 0.76 .

The lesson that the experiment bears is that reasonable random errors in the matrix-while certainly undesirable-are not necessarily catastrophic. In about half the cases, the greatest possible loss is less than 0.30 in games having values of roughly 3.00 to 4.00 ; roughly, 10 per cent.

The total situation suggests-at least to the writer-that we have reason to hope for significant results from Game Theory even in fields where the measurement achievements are somewhat substandard.

## QUALITATIVE PAYOFFS

A natural continuation of the subject of the last section is that of qualitative payoffs.

A very weak form of measurement is that called ordering. Using it, you would simply line up the payoffs-just as you could place in order, according to heat intensity, such items as a piece of ice, a white-hot ingot, a cup of coffee, your blood, and the sun.

If you are unable to make quantitative estimates of the payoffs of interest but you are able to order them, then all may not be lost; for there are game situations which require nothing more than ordering and there are others in which a knowledge of the order will permit you to make partial inferences regarding the optimum strategies or the value of the game.

Suppose you have a game such as the following, in which the payoffs are obscure but which you are able to rate as poor $(p)$, fair $(f)$, good ( $g$ ), or excellent (e). Attack it just as you would if it were expressed in numbers: begin by looking for a saddle-point.


Here the greatest row minimum (or maxmin) and the least column maximum (or minmax) are equal. So Blue should play the pure strategy Blue 2, while Red plays Red 1. The value to Blue is fair.

We have completely solved this game. Of course, we were lucky, but that isn't reprehensible.

There is a feedback from this type of game to the subject of the last section, namely, accuracy of payoff measurements, which we can state in quite general terms. Suppose that a game has a saddle-point in the box marked Red by an asterisk:


It doesn't matter where this box is or how large the matrix is.
According to the definition of a saddle-point, the asterisk marks the largest number in the column in which it appears. It is immediately evident that the other numbers in this column may, without affecting the result, be afflicted by any malady, provided only that the asterisked number remains the largest.

Similarly, the asterisk marks the smallest number in the row in which it appears. The other numbers in this row may be distorted, by accident or design, in any way, as long as the asterisked number remains the smallest.

Finally, the numbers in the matrix which do not fall in the same row and column as the asterisk may have any values whatsoever. They are completely unimportant to the play of the game and to its value.

The value of the game depends completely on the asterisk; so the accuracy of measurement of the asterisk determines the accuracy with which the value of the game is known.

In the following game, we can make some deductions about optimum play:


The maxmin is fair and the minmax is good; so there is no saddlepoint. But we have learned that the value of the game to Blue lies somewhere between fair and good.

Moreover, Blue 1 dominates Blue 3, and Red 3 dominates Red 1; so the game reduces to

Red


The oddment favoring the use of Blue 1 is measured by the difference good minus fair, and that favoring Blue 2 is measured by the difference excellent minus poor. So no matter what numerical values should be attached to these words, it is clear that Blue should play Blue 2 more often than Blue 1, and that he should never play Blue 3.

Red's position is a little more fuzzy. He should play Red 1 according to the oddment excellent minus fair, and Red 2 according to good minus poor; and it isn't clear which difference is the greater. So all we can say about Red's best mixture is that it is based on Red 1 and Red 2 and that the mix is less extreme than it is for Blue. That is, the odds for Red's mixture are more nearly equal than are Blue's odds. You may convince yourself of the truth of this by assuming some scale of values and trying it out; for instance, if this were the scale,

then Blue's odds would be $3: 6$, and Red's would be $5: 4$.

## EXAMPLE 33. PORTIA

Shakespeare describes in The Merchant of Venice a fancy-dress forerunner of the modern shell game.

Portia, a rich heiress, may neither choose who* she would, nor refuse who she dislikes, for husband; for her late father has willed that aspirants to her hand, and to his fortune, must do as follows: Each suitor must face three chests, or caskets, one of which contains a picture of Portia. He may open any one. He who finds the likeness will possess the original. Unlike in the shell game, where the pea is palmed when the stakes become interesting, father actually put a picture in one of the caskets -for he was ever virtuous -but the suitors have no proof of this.

The game has certain side conditions: The suitor must swear, if unsuccessful, to reveal his choice of casket to no one-this protects Portia from a coalition among suitors. He must also swear, if unsuccessful, never to take a wife-the intent of which seems to be to nor-

[^16]row the field to those who regard Portia (and hers) as irreplaceable. On the other hand, helpful hints are provided for those with stomach enough for the game: The chests are of gold, silver, and lead. The one of gold carries the inscription "Who chooseth me shall gain what

many men desire"; that of silver, the inscription "Who chooseth me shall get as much as he deserves"; and that of lead, "Who chooseth me must give and hazard all he hath." At this point, almost every one of Portia's suitors chooseth a powder. The game is evidently a $3 \times 3$ of the following type:

Father chooses

|  | Gold Silver Lead |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Gold | $P$ | $b$ | $b$ |
| Suitor <br> chooses | Silver | $b$ | $P$ | $b$ |
|  | Lead | $b$ | $b$ | $P$ |
|  |  |  |  |  |

Here $P$ represents the winning of Portia, to which the suitor must attach a positive value; and $b$ represents permanent bachelorhood.

The suitor may play this as a zero-sum game, or he may attempt to reconstruct father's thinking. Since there is clear evidence that father was an unconventional thinker, the latter approach is not promising.

It is evident, from the symmetry of the matrix, that gold, silver, and lead should be played according to the odds $1: 1: 1$. The value of the game is

$$
\frac{P+2 b}{3}
$$

It will be a worth-while game for the suitor only if $P+2 b$ is positive. Now $P$ is surely positive and $b$ is probably negative; so the suitor's decision to play the game comes down to this (if he is rational, in the Game Theory sense): He must cherish Portia at least twice as much as he deplores bachelorhood. This information may not make his choice easier, but it sharpens and clarifies the issues.

## EXAMPLE 34. THELADY OR THE TIGER

Frank Stockton's story, "The Lady or the Tiger?" provides the inspiration for this one; we embellish the original, a good $2 \times 2$ game, in order to have a $2 \times 3$.

The King is disaffected with the Young Commoner because the Princess has accepted him as her lover. To busy idle hands, the King condemns him to open one of two doors. Behind one is a beautiful young lady. Behind the other is a beautiful young tiger. It will be assumed throughout that he prefers the lady to the tiger. (He must marry her.)

You might think this doesn't leave him much of an area for creative thought, but he's awfully interested. It finally comes to him that the King has given him more freedom of action than was intended, for if he opens both doors, he might be able to escape in the resulting confusion.

The Princess, in the meantime, has discovered the King's arrange-ments-all except that he arranged for her to discover them. She signals to the Young Commoner, indicating the door he should open.

Our boy now has ample room for creative thought. The Princess may share his preference of the lady, if she loves him enough; but if her love is weak, or too intense, she may prefer that he spend the rest of his life with the tiger. The Princess has two strategies: she may direct him to the lady; or to the tiger. He has three: he may follow directions; or he may do the contrary; or he may try to satisfy the tiger with the lady.

Rather than try to guess the precise values the Young Commoner
will assign to the alternatives, let's examine the structure of the problem through the graphical method introduced in Chapter 2. We label the payoff boxes alphabetically, for reference:

## Princess tells

Truth Lie

| Commoner's action indicates | Confidence | $a$ | $b$ |
| :---: | :---: | :---: | :---: |
|  | Disbelief | $c$ | $d$ |
|  | Doubt | $e$ | $f$ |

Use two vertical axes for the payoffs (one for Truth and one for Lie). The altitude of an event on these axes is related to the value he assigns it. It is easy to see, qualitatively, how he might rate events (a)


If he were confined to these strategies, Confidence and Disbelief, it is clear that he should use a mixed strategy; the fact that the lines intersect indicates that. [If he rates (a) higher than ( $d$ ), the analysis is unaffected, qualitatively.]

Now consider the other two possibilities. He must superpose on the first graph something like this:
(e)

The girl may be socrificed unnecessarily and his lack of faith exposed, but he may escape


Whatever the general altitude of these events, the line surely slopes upward (going from Truth to Lie).

The knotty part of the problem comes when the two graphs are put together. The critical issue will be: Does the Doubt line pass above or below the intersection of Confidence and Disbelief. If it passes above, he should mix Confidence and Doubt; if below, he should mix Confidence and Disbelief. This does not depend on how much above or below it passes, nor on its slope-provided it doesn't get so far above the other lines as to be completely isolated, in which case Doubt would become a saddle-point solution. The representative situations look like this:


In order to estimate the oddments for each strategy, it would be necessary for us to put ourselves in the Young Commoner's placebut let's leave the suffering to him.


## GAMES PLAYED ONLY ONCE

The fact that we have avoided all discussion of one subtle point may cause unhappiness among lay and professional readers alikebut for diametrically opposite reasons! It seems that the least we should do is to bring the subject out into public view, even though it may not lead to dancing in the streets, in the end.

Lay readers may believe it self-evident that Game Theory is inappropriate for games that can be played only once, for the very concept of a mixed strategy seems to require that there be some repetition of play. These readers can point to certain of our examples, such as The Lady or The Tiger, as obviously being nonrecurring affairs. While being very pleasant about it, it will be clear that they feel we have been carried away by it all.

It is likewise conceivable that some of our professional readers may be alarmed at the absence of discussion on this point. However, they will be concerned because we have not stated explicitly that the theory should, strictly, only be applied to games that are played once. They perhaps will look askance at examples such as The Daiquiris (and, worse, The Huckster) which obviously can recur; and they too may hint, pleasantly, that we may have been carried away by it all.

It takes something less than second sight to see that such a subject is not an attractive place for a long excursion, for it would be very easy to step well beyond the limits appropriate to a primer. We shall therefore confine the tour to points from which the lay reader may glimpse-we trust-solid ground through the fog.

We hope that the lay reader will be able to accept the flat statement that the strictly mathematical aspects of Game Theory were developed with reference to a single play of a game. Once that is accepted, there is no great difficulty in believing it to be applicable to games that can be played but once. As we have developed the Theory of Games for you here, the implication has been strong that we were talking about repeatable events. The point we are now making is that it was convenient for us to talk that way (and scientifically justifiable, too, we believe), but it was not necessary to do it that way; for the frequency aspects were not required in the delicate mathematical inquiries which created the Theory.

The above requires a little faith, at least in the reliability of the reporter. The following kind of argument, on the other hand, may make a direct appeal to you: Consider a nonrepeatable game which is terribly important to you, and in which your opponent has excellent human intelligence of all kinds. Also assume that it will be murderous if this opponent knows which strategy you will adopt. Your only hope is to select a strategy by a chance device which the enemy's intelligence cannot master-he may be lucky of course and anticipate your choice anyway, but you have to accept some risk. Game Theory simply tells you the characteristics your chance device should have.

You may also adopt the viewpoint that you will play many oneshot games between the cradle and the grave, not all of them being lethal games, and that the use of mixed strategies will improve your batting average over this set of games.

The professional Game Theorist has two viewpoints here that may be interesting to you. One is that, since the theory was developed explicitly in terms of one play of a game, he isn't certain that this is the theory he would have developed if he had been told the game was going to be played exactly eleven times, say. It seems to the writer that this attitude reflects good science, but that it is unnecessarily pure for the practitioner who doesn't have Eleven-game Theory at hand, and who can't wait.

In games against Nature, however, the attitude of the purist cannot be shrugged off so easily, for here a long sequence of repetitions of a game may contain information regarding the pattern of Nature's grand strategy which should not be ignored. In fact, the domain of the Game Theorist here blends into that of the Statistician, who himself has a bag full of scientific tricks which should be brought to bear on the problem.

## SYMMETRIC GAMES

Another type having special properties is the symmetric game. A game is symmetric when the rows and columns of its matrix are related in this manner: The sequence of payoffs in each row is the same as the sequence in the corresponding column, except that the signs are reversed. As one consequence of this definition, the elements on the main diagonal must be zeros. Thus

| 0 | 2 | 3 |
| ---: | ---: | ---: |
| -2 | 0 | -6 |
| -3 | 6 | 0 |

is a symmetric game. Note, for example, that the third row, $-3,6$, 0 , and the third column, $3,-6,0$, have the required property, as do the other pairs of rows and columns.

There are two useful facts about a symmetric game. One is that it is a fair game; and since we know its value is zero, we do not have to compute it. The other is that both players may use the same grand strategy.

Every game may be transformed into another larger game which is symmetric; this may be desirable for computational reasons. In order to do this, it is necessary that the original game have a positive value, but we can always achieve this by adding a large constant to each payoff, which will not affect the strategies-and it can be subtracted from the value, at the end.

To exhibit the method, consider a game and two auxiliary matrixes of 1 's:

call these $G, V$, and $H$, for Game, Vertical, and Horizontal matrixes. Then build a supermatrix of this form:

| 0 | $G$ | $-V$ |
| :---: | :---: | :---: |
| $-G^{*}$ | 0 | $H^{*}$ |
| $\mathrm{~V}^{*}$ | $-H$ | 0 |

Here, an asterisk is a command to change rows into columns; a minus sign means to change the signs of all elements; and 0 stands for all-zero matrixes. Substituting for these symbols their values, you get, finally, Red*

|  | 1 | 2 | 3 | 4 | 5 | 6 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0 | 0 | 5 | 1 | 3 | -1 |
| 2 | 0 | 0 | 2 | 4 | 1 | -1 |
| Blue* | -5 | -2 | 0 | 0 | 0 | 1 |
|  | -1 | -4 | 0 | 0 | 0 | 1 |
| 5 | -3 | -1 | 0 | 0 | 0 | 1 |
| 6 | 1 | 1 | -1 | -1 | -1 | 0 |

which is a symmetric game. Both 'players' of the $6 \times 6$ may use the same grand strategy. (The asterisks on Blue* and Red* just serve to distinguish these fictitious players from the real ones of the original game.)

Now, if you can find a grand strategy for this game in which the last column is one of the active pure strategies, then the strategies of this game will be related to those of the original game according to this scheme:

|  | Blue |  | Red |  | Value of |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Strategies of Original Game | 1 | 2 | 1 | 2 | 3 | Game |
| Strategies of Symmetric Game | 1 | 2 | 3 | 4 | 5 | 6 |

That is, the oddments for the various pure strategies of Blue and Red will be given by the oddments associated with the first two groups of
pure strategies in the symmetric game, and the value of the original game will be proportional to the oddment for the last pure strategy. In the present example a solution to the symmetric game is 3:2:0:2:3:11, which yields this for the original game:

|  |  | Red |  |  | Blue <br> Odds |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 1 | 2 | 3 |  |
| Blue | 1 | 5 | 1 | 3 | 3 |
|  | 2 | 2 | 4 | 1 | 2 |
| Red Odds |  | 0 | 2 | 3 |  |

Its value is $11 / 5$.

## LINEAR PROGRAMMING

We have observed, in the examples which have appeared throughout the book, that Game Theory may be relevant to a wide variety of fields of human activity. It should not be completely unanticipated then to discover that it is also related to theoretical developments in various fields. The relationship is sometimes at the conceptual level; at other times, it is purely formal, as when the mathematics is similar. In either case the fact is beneficial to all concerned, for the interplay of ideas and methods thereby enriches all fields.

Simply as an example of this interplay, we shall exhibit one case: it is that aspect of scientific management known as Linear Programming. The United States Air Force has pioneered in this field, attemping to develop a rational planning and procurement scheme which will yield, at various future dates, the mixture of goods and sources needed for its tasks; and to achieve this most economically. Computationally, problems of this type may be brought to the form of a game, as the following example illustrates.

## EXAMPLE 35. THE DIET

John, following a familiar pattern, has discovered a new diet; this one is based, primarily, on meat. He must eat 1 ounce of fat with each 3 ounces of lean. Since cost is an important aspect of an allmeat diet, he decides to find out how cheaply he can buy a nominal quantity-at least 10 pounds, say-of the right mixture of fat and lean, in order to try it out.


Dantzig's Butcher Shop carries three kinds of meat which John is willing to eat. These contain 1,5 , and 10 ounces of fat per pound and retail at $\$ 1.35, \$ 0.85$, and $\$ 0.65$, respectively. These facts may be summarized in three matrixes as follows (the units are ounces and cents, respectively):


| Quantities |
| :--- | :--- | :--- |
| Desired | 40

We shall identify these as the $M, P$, and $Q$ matrixes (for meats, prices, and quantities).

We now form a new matrix-a whopper-in which the foregoing matrixes are the elements, thus:

| 0 | $M$ | $-P$ |
| :---: | ---: | ---: |
| $-M^{*}$ | 0 | $Q^{*}$ |
| $P^{*}$ | $-Q$ | 0 |

Here, a minus sign means that each element in the submatrix must be prefaced by a minus sign; an asterisk means that the rows of the
submatrix must be changed to columns; and 0 stands for a submatrix made up of zeros. Substituting for the symbols $M, P$, and $Q$ the new matrix expands to

|  |  |  | R |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 | 2 | 3 | 4 | 5 | 6 |
| 1 | 0 | 0 | 0 | 1 | 15 | -135 |
| 2 | 0 | 0 | 0 | 5 | 11 | -85 |
| 3 | 0 | 0 | 0 | 10 | 6 | -65 |
| 4 | -1 | -5 | $-10$ | 0 | 0 | 40 |
| 5 | -15 | -11 | -6 | 0 | 0 | 120 |
| 6 | 135 | 85 | 65 | -40 | $-120$ | 0 |

As an old hand at this sort of thing, you will instantly recognize this as a game-simply because every matrix may be so regarded. This one happens to be a $6 \times 6$; and nicely symmetric, too, which ensures that it is a fair game and that a grand strategy which is suitable for one player is also suitable for the other. The thing that one could not anticipate was that its solution is intimately connected with the dietary problem.

Now every game has a solution, but some linear programming problems do not. If the linear programming problem does have one, then (it turns out) there must be a grand strategy for the game in which the last row (or column; 6 here) plays an active role: i.e., its oddment is not zero. When this is true, the linear programming solution is found by dividing the oddments for each of the first group of pure strategies-1, 2, and 3 here-by the oddment for the last strategy - 6 here.

In the present example, we find that 0:120:0:0:85:11 are the odds according to which the game should be played. The last oddment being 11 -which is not zero-the linear programming problem has a solution.

In fact, John should buy $0 / 11,{ }^{12} \% 11$, and $0 / 11$ pounds, respectively, of the three meats; i.e., he should buy $10^{1 \% 11}$ pounds of the $\$ 0.85$ variety and shun the others. Thus for about $\$ 9.27$ he gets 120 ounces of lean and over 54 ounces of fat. This excess of fat, over his 40 -ounce re-
quirement, is necessary waste; it would cost more to buy precisely the correct mixture. (Prizes will not be offered for easier ways to solve this particular dietary problem.)

## NON-ZERO-SUM GAMES

We shall do no more than indicate the nature of these games. To do more would take us into deep water mathematically; moreover, into water riled by controversy.

In zero-sum games the payoffs represent strictly an exchange of assets; one player wins the quantity that the other loses. We have compromised this principle somewhat in games played against Na ture (used as examples here and there), where we have computed strategies for the personal player as if he were playing against an opponent who shared his valuation of the payoff matrix and who was capable of making intelligent countermoves. This led the personal player to overconservative strategies; he failed to win as much as was available when playing against ironclad stupidity. In principle, there is a satisfying way to improve this: simply discover Nature's grand strategy (this may be possible in specific instances), and then capitalize on the weakness of Her method.

The non-zero-sum game has in it an element similar to Nature. Here the winnings of one player are not necessarily the losses of the other, for they may both win or both lose; so, to preserve some part of the form of our analysis, we may think of Nature as being in the game too, absorbing the valuables lost by the players and supplying their winnings. Such a game is described by two matrixes, and may have this appearance:


|  | Red |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | 1 | 2 | 3 |  |
| Nature (B) | 2 | 6 | 0 | 3 |
|  | 5 | 4 | 3 |  |
|  | 3 | 0 | 1 | 4 |
|  |  |  |  |  |

Thus Nature has a dual personality; one aspect is relevant to Blue and one to Red.

If Blue considers only the left-hand matrix and regards it as de-
fining a conventional two-person, zero-sum game, he will adopt the grand strategy $4: 6: 1$ and his winnings will average $24 / 11$, the payee being Nature ( $R$ ). The right-hand matrix could similarly lead Red to use $0: 1: 3$ and to losses of $31 / 4$, collected by Nature $(B)$. Nature $(B)$ and Nature ( $R$ ) pool their winnings and losses, if you desire it.

Now, in a one-person game against Nature, Blue could win more than $24 / 11$ by studying Her behavior and capitalizing on his knowledge; but in the present game, Nature $(R)$ is a wolf in sheep's clothing, for Red lurks in the background and controls Her strategy. There is, in effect, a coalition in which Red is the general and Nature $(R)$ is the banker; Blue and Nature $(B)$ are similarly related. So if Blue departs from the grand strategy $4: 6: 1$ in order to win a little more, he may get clobbered by an attentive Red.

But there is still more to it: Suppose Blue elects to use the strategy 1:0:0 and that Red chooses $0: 1: 0$. The payoff to Blue now becomes 6, instead of $24 / 11$; and Red's losses become 0 , instead of $31 / 4$. So both players are vastly better off, in that Blue wins as much as possible and Red loses as little as possible. It is evident that Blue and Red can, with mutual profit, form a coalition against Nature, in order to win from Her as much as possible.

This leads us squarely into difficulties. There is the problem, classic among thieves, of how to divide the loot. If the Coalition can earn more than the total the individuals can earn by playing independently, how should the excess be divided? Or, what system of sidepayments should be made among the players to ensure that the Coalition will prosper-that its income will be high and the members loyal? When will a player accept a less favorable payoff in order to penalize the other player? Much work is being done in this field in an effort to invent satisfactory criteria which will guide one to sound strategies of over-all behavior-strategies of play and systems of side-payments. The abstract work is in serious need of guidance, however, from practical data, data drawn from real-life situations, and from laboratory experiments. The subject, though fascinating, is clearly beyond the modest limits of this book.

## CONCLUSION

We are now in a position to do what we were not able to do in the beginning: namely, to give a fairly concise statement of what Game Theory is, just as we did in Chapter 1 for the Theory of Gravitation.

For we now have a large technical vocabulary, and sufficient familiarity with the mechanism of analysis and the formulation of problems, to understand a series of statements which would in the beginning have been intolerably technical.

The following description of the theory is aimed only at the material which is spanned by this book. Some of the items are subject to generalization, as to infinite games, non-zero-sum games, and $n$-person games.

The Theory of Games is a method of analyzing a conflict, according to the following abstraction: The conflict is a situation in which there are two sets of opposing interests; it may be regarded as a game between two players, each of whom represents one set of interests. Each player has a finite set of strategies from which he may, on any given play of the game, choose one. The total assets of the players are the same at the end of any one play of the game as at the beginning. Each player wishes to pursue a conservative plan which will maximize his average gains; these maximum average gains, called the value of the game, may be calculated. Each player can, through proper play, be sure that he will receive the value of the game; to ensure this, he must choose his strategy properly-and a method exists for deciding which strategy to choose. There are various corollaries: he may have to conceal from the enemy his choice of strategy on each particular play; it is never necessary for him to conceal more than his current choice; etc.

Mathematics has been called many things. Among others, the queen of the sciences and the handmaiden of the sciences. Therefore, while there seems to be some doubt regarding its precise social position, there is general agreement regarding its gender. In fact, all sciences probably look pretty feminine to the men who attend them: They obviously find the work desperately attractive, and the history of scientific investigation is full of evidence that she whom they court is changeable and capricious; in short, something of a hussy.

Moreover, the way she responds to a push, or to guidance, is usually astonishing. She moves freely, but frequently in an unexpected direction. Time and again men have spent their lives trying to move her in a specified direction, quite without success. Viewed narrowly, their work would be classed as a failure. But, since science usually moves somewhere when pushed, these failures often are the bases of completely unexpected successes in other fields.

Many examples of this-some of which are famous-could be ad-
duced. We will recount one, briefly, just to show how it goes: Sun-spots-the great fire tornadoes on the surface of the sun-occur periodically. The streams of particles and energy released have some effect on the earth; long-distance radio reception, for instance, is affected. It is conjectured that sunspots affect the earth's weather, too, but the form of the dependence is obscure.

It occurred to an astronomer-A. E. Douglass-that the annual growth of trees, as reflected by the rings of trees, must constitute a

long series of rainfall records; and that if the weather is affected by sunspots, there should be a record of sunspot activity impressed on the tree-ring sequence.

He spent about forty very intensive years working on the problem. The main effect he was seeking was clearly evident in the records, but the detailed effects were complex and controversial to a high degree; so much so that the entire analysis was at times under a cloud. However, he constructed - and this was of only incidental importance to the initial problem-a very firm and precise chronology for trees, extending back in time for two thousand years or more. It is now possible, through use of this tree-ring calendar, for archaeologists to date the ruins of early civilizations very accurately-in fact, to the year-from a fragment of wood found in a building or a piece of charcoal from a campfire.

Game Theory was originally developed-by a mathematicianwith a view toward certain problems of economic theory. The initial reaction of the economists to this work was one of great reserve, but the military scientists were quick to sense its possibilities in their field, and they have pushed its development. It seems, however, to have been taken over by the economists once more, along with other quantitative
methods which are rapidly changing the nature of economic theory and practice. One of the most important of these methods is linear programming, which has rapidly grown to be such an important tool in industrial planning that some firms no longer can conceive how they might operate without it, and devote the majority of their large computer budgets to its use. The general notions of Game Theory have been at the forefront of a revolution in the theory of statistics, where a great unification of apparently disparate items of knowledge is taking place. The concepts are now being explored in relation to social science, where they may shed light on certain interactions that occur among people. It is difficult to predict where it may turn up next.

While there are specific applications today, despite the current limitations of the theory, perhaps its greatest contribution so far has been an intangible one: the general orientation given to people who are faced with overcomplex problems. Even though these problems are not strictly solvable-certainly at the moment and probably for the indefinite future-it helps to have a framework in which to work on them. The concept of a strategy, the distinctions among players, the role of chance events, the notion of matrix representations of the payoffs, the concepts of pure and mixed strategies, and so on give valuable orientation to persons who must think about complicated conflict situations.

## General Method of Solving Games

The game-solving methods described in this book have-except for the approximate method introduced on page 182-a common weakness: their applicability depends on the nature of the solutions. For instance, we have a method to find a saddle-point solution if there is a saddle-point, another method to find the all-strategies-active solution if all pure strategies are in fact active, and so on. Thus the methods are conditional. By running through a sequence of methods and sub-games-often a long sequence-we eventually find a solution; but until we find it, we just eliminate bad guesses. Clearly, a general constructive method of solution would be preferable.

In this chapter we shall describe a method, called the pivot method, which is powerful enough to ferret out all solutions, and which is efficient enough to be practical; that is, it usually reaches the exact solution in a few steps. The method is more complicated-particularly to describe-than the methods discussed earlier, but we believe the careful reader can follow the presentation.

The problem of finding the solutions to a game may be likened to the problem of a squirrel that seeks the highest tip of a tree. If he ascends by small steps and explores every branch, he will certainly find the highest tip; and if the tree has a flat top, he will find all the topmost tips-the latter situation corresponds to a game with more than one basic solution. This plan has the virtue of simplicity, but it clearly involves a lot of detailed work. On the other hand, the squirrel may have a plan to get to the top by leaps, which is more complicated but will eliminate much of the detailed work. If he wants to find the topmost tips, he may have a further plan, once he reaches the top, to leap from tip to tip. This would be an additional complication in the over-all plan, but it would be less work than to climb the tree repeatedlymoreover, he might not know where to start the new climbs because he might have missed important branches during earlier ascents.

The arithmetic labor of solving games is so great that we imitate the sophisticated squirrel: we seek a solution by leaps and, if we are interested, leap from solution to solution. This puts strain on our heads, but it relieves our backs.

## FIRSTEXAMPLE

Consider the game encountered on page 95 (henceforth we shall not put the entries of a game matrix in boxes):


We found its value to be $4^{2 / 3}$, the optimal strategies to be Blue $0: 1: 5$ and Red 2:1:0.

Step 1. The first step in the new process is to search the original game matrix for negative numbers. If any are present, a positive number must be added to every number in the matrix. Any positive number will serve provided it is large enough to eliminate all the negative numbers. In the present case the number +2 will suffice, and the game becomes

|  |
| ---: |
|  |
|  |
| Blue |
| 1 |
| 2 |
| 3 | | 8 | 2 | 3 |
| :---: | :---: | :---: |
| 10 | 0 | 5 |
| 6 | 8 | 7 |

You will recall that adding a constant to a game matrix does not affect the choice of strategies, but it does affect the value of the game; so we shall find that the value of the game we are now considering is $42 / 3+2=62 / 3$. Therefore we will have to remember, at the end of the work, to subtract 2 from the value of the present game in order to arrive at the value of the original game.

Step 2. The second step is to augment the present game matrix with a border of 1 's, -1 's, and 0 , and to provide an auxiliary number, $D$ (equal to 1 initially), all in the following pattern:


This is in general called a schema; in particular, the First Schema. The asterisk will be explained presently.

We shall give a prescription for a sequence of schemata such that, in the final one, Blue's optimal strategy will be determined by numbers that appear in the bottom border, Red's by numbers in the right border, and the value of the game by the border number in the corner and by $D$. We will know that a schema is the final one, and hence that it has these felicitous features if no border element is negative-provided we have made no errors.

Step 3. The next step is to select an appropriate cell, which will be known as a pivot, from those of the game matrix section of the schema. This pivot, by its position and value, will affect all the values of the next schema. The game-sclving process consists mostly of finding and using suitable pivots.

To find the pivot we must consider several trios of numbers: the potential pivot itself-call it $p$-and the border elements in the row and column of the potential pivot-call them $r$ and $c$.


The rules are
Step 3.1. The potential pivot $p$ must be positive.
Step 3.2. The number at the foot of the column $c$ must be negative.
Step 3.3. Compute for each potential pivot the quantity

$$
-\frac{r \times c}{p}
$$

called the pivot criterion. This quantity is never negative, because $p$ is positive, $c$ is negative, and $r$ is never negative (a fact, not a rule).

Step 3.4. Underline the smallest value of the criterion in each column.
Step 3.5. Mark with an asterisk the largest of the underlined values. The value of $p$ that corresponds to the asterisked value is the pivot $P$.

In the First Schema, all $c$ 's are negative; so all nonzero $p$ 's must be considered. However, the $c$ 's and $r$ 's are all - 1's and 1's, respectively; so the criterion becomes

$$
-\frac{1 \times(-1)}{p}=\frac{1}{p}
$$

and the smallest values can be found by inspection. In our example, we inspect this display:


The smallest values in the columns are $1 / 10,1 / 8$, and $1 / 2$, and $1 / 2$ is the largest. Therefore the pivot is $P=7$, in the third row and third column. It is marked by an asterisk in the First Schema.

Step 4. The numbers in the next schema are found as follows:
Step 4.1. The number which corresponds to the pivot is the value $D$ of the preceding schema.

Step 4.2. The numbers which correspond to those of the preceding pivot row are the same as before-except for the pivot value itself.

Step 4.3. The numbers which correspond to those of the preceding pivot column are the same as before but of opposite signs-except for the pivot value itself.

Step 4.4. A number which corresponds to one-call it $\mathcal{N}$-which is neither in the pivot row nor in the pivot column is computed from

$$
\frac{\mathcal{N} \times P-R \times C}{D}
$$

where $R$ and $C$ are the numbers which have rows and columns in common with $P$ and $\mathcal{N}$, as indicated schematically:


Step 4.5. The next value of $D$ is the pivot value $P$ of the preceding schema.

Let us apply these five steps progressively to determine the next schema for the example.

## By Step 4.1:



By Step 4.2:


By Step 4.3:


By Steps 4.4 and 4.5:

| Red |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 | 2 | 3 |  |  |
| 1 | 26 | 6 | -5 | 2 |  |
| Blue 2 |  | 40 | -5 | 2 |  |
| 3 | 6 | 8 | 1 | 1 | $D=7$ |
|  | -1 | 1 | 1 | 1 |  |

In case some reader is baffled by the symbols that appear in Step 4.4, we show the details for two cases. The number -26 in the first row and second column is determined from these:

by $\quad \frac{\mathcal{N} \times P-R \times C}{D}=\frac{2 \times 7-8 \times 5}{1}=-26$
and the number -1 in the fourth row and first column is determined from these:

by

$$
\frac{(-1) \times 7-6 \times(-1)}{1}=-1
$$

Step 5. The numbers along the left and upper edges of the First Schema are the names of the Blue and Red strategies. The final part of each pivot operation is

Step 5.1. Exchange the Blue strategy name that is at the left of the pivot row, if one is there, with the name that is below the pivot column, if one is there.

Step 5.2. Similarly, exchange the Red strategy name that is above the pivot column, if one is there, with the name at the right of the pivot row, if one is there.

The 'if one is there' caveats are probably mystifying if this is your first encounter with a schema because in the First Schema there are surely names to the left of the pivot row and above the pivot column and none elsewhere, but this will not be so for later schemata. For instance, we could have a schema, with pivot $P=25$, with these features (among others):


Here we need the caveats in order to produce a next schema having these features (among others):


3

In the present example, the complete next schema, the second, is
Second Schema
Red
Blue $2\left[\begin{array}{|rrr|r|}1 & 2 \\ \hline 40 & -40 & -5 & 2 \\ 6 & 8 & 1 & 1 \\ \hline-1 & 1 & 1 & 1 \\ \hline\end{array} \quad D=7\right.$

3

Step 6. Check the border of the new schemata for negative numbers.
Step 6.1. If it contains one or more negative numbers, we must compute at least one more schema. To do so, go again to Step 3 and do Steps 3, 4, 5, and 6.

Step 6.2. If it contains no negative numbers, it is the final schema. It is interpreted as follows:

The numbers along the lower edge are the names of the active Blue strategies.
The border numbers adjacent to Blue names are the corresponding Blue oddments.
The numbers along the right edge are the names of the active Red strategies.
The border numbers adjacent to Red names are the corresponding Red oddments.
The value of the game is found by dividing the auxiliary number $D$ by the border number in the corner.

Returning now to our particular example, we see that the border of the Second Schema contains a negative number; so we must go to Step 3 and seek the next pivot, the second. The potential pivots are three numbers, shown here together with the border numbers needed to evaluate their potentials according to the criterion $-\frac{r \times c}{p}$ :

| 26 | 2 |
| :---: | :---: |
| 40 | 2 |
| 6 | 1 |
| -1 |  |

The values of the criterion are

| .077 |  |
| :--- | :--- |
| $\frac{.050^{*}}{.167}$ |  |
|  |  |

We see that the value corresponding to the 40 -cell is the smallest; so $P=40$. It is marked by an asterisk in the Second Schema.

Applying the rules of Steps 4 and 5, we build up the Third Schema as follows:


3



Since the last row contains no negative numbers, we may interpret this schema according to the instructions in Step 6.2. An optimal strategy for Blue is a mixed strategy based on Blue 2 and Blue 3 in the ratio 1:5. Red should use Red 1 and Red 3 in the ratio $2: 4$ or 1:2. We represent these by Blue $0: 1: 5$, Red $1: 0: 2$. The value of this game is $4 \%=62 / 3$ - as we anticipated, 2 greater than the value $42 / 3$ of the original game.

The rules for the solution of games given above are the most efficient ones known to the writer, but there is no guarantee that they will lead to the least number of pivots. They happened to be efficient in the example just given, where two pivots led to the two-strategy solution, but one may not always be so lucky.

## BASIC SOLUTIONS

We discussed basic solutions earlier (page 191), but we did not have a powerful method of finding them. We are about to have one.

If a game has more than one basic solution, that fact will manifest itself through the occurrence of one or more zeros in the border of the final schema. We can find another basic solution by proper choice of pivot in a row or column which has a zero border element.

We can find all basic solutions by pivoting through all sequences of rows and/or columns which have zero border elements, but we do not use the same pivot twice in succession.

Thus if two columns-call them $A$ and $B$--have zero border elements, we pivot in the sequence $A, B, A, B, \ldots$ We shall find a basic solution after each pivot operation. We also try the sequence $B, A, B$, A, . . . . If there are two equally preferable pivots in a row or column, we try sequences based first on one, then on the other. To examine exhaustively the possible sequences apparently can be a major problem, if there are many border zeros.

A sequence terminates if we find an old basic solution, or if there is no suitable pivot.
An old basic solution may be recognized without computation by the recurrence of a set of Blue and Red strategy names adjacent to the border.

The order and position of the names adjacent to the border are not significant; it is an old solution if the names are the same.

Step 7. The pivot selection rules are
Step 7.1. If the border element of a column is 0 , choose as pivot $P$ that positive element $p$ for which ratio $r / p$ is smallest.

Step 7.2. If the border element of a row is 0 , choose as pivot $P$ that negative element $p$ for which the ratio $c / p$ is largest (i.e., closest to zero).

Step 8. Go to Step 5. After transferring the strategy names as required by this pivot operation, compare the border sets of Blue and Red names with the set found for the first basic solution (or with the sets found for all previously found basic solutions).

Step 8.1. If the present border set of Blue and Red names is novel, go to Step 4 and calculate the new schema, but modify the rules as follows if the pivot $P$ is negative: Make the old value of $D$ negative, and change the signs of the elements discussed in Steps 4.2 and 4.3.

Step 8.2. If the present border set of Blue and Red names is not novel, terminate this sequence of basic solutions.

Let us try all this on an example. On page 229 we found a basic solution, represented by the following schema, for the game formulated on page 219:


This has a zero border element in the second column, so there is at least one additional basic solution. There is one positive number $p$ in the column. According to Step 7.1, that must be the pivot; i.e., $P=80$. We transfer strategy names as directed by Step 8 and find


This set of border names is new (a Red name has changed); so we are about to find a new solution. Step 8 instructs us to calculate the rest of the new schema as in Step 4. It turns out to be

$$
\begin{gathered}
\text { Schema: Solution } 2 \\
\text { Red } \\
\text { Blue } \begin{array}{r}
1 \\
\begin{array}{|rrr|r|}
\hline-52 & 0 & -20 & 8 \\
8 & 40 & 0 & 8 \\
-6 & 40 & 10 & 4 \\
\hline 2 & 0 & 10 & 12 \\
\hline 2 & D=80 \\
2
\end{array}
\end{array} . \begin{aligned}
1 \\
\hline
\end{aligned}
\end{gathered}
$$

Solution 2 requires Blue to mix Blue 2 and Blue 3 according to the oddments 2 and 10 , or 1 and 5 , whereas Red is to mix Red 1 and 2 as 8 is to 4 , or as 2 is to 1 . We write Solution 2 as Blue $0: 1: 5$, Red 2:1:0. Solution 1 was Blue 0:1:5, Red 1:0:2.

We conclude that Blue has one basic strategy and that Red has two. It follows that Red has infinitely many optimal strategies, because he may use any mixture of his two basic strategies.

## SECOND EXAMPLE

We include one more worked example to provide the reader with a lot of arithmetic with which to test his comprehension of the solution process. We shall use the game on page 193, Exercise 6, and we shall seek all basic solutions.

|  | Red |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | 1 | 2 | 3 | 4 |
| 1 | 16 | -8 | 9 | -3 |
| 2 | -20 | 4 | 9 | -3 |
| Blue 3 | 25 | 1 | 18 | -6 |
| 4 | -11 | 13 | -18 | 6 |

We add 20 to each element so as to eliminate the negative numbers, and we provide the border of 1 's, -1 's, and 0 , as well as the auxiliary number $D=1$, needed to produce the first schema:

## Schema 1

Red

|  | 1 | 2 | 3 | 4 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 36 | 12 | 29 | 17 | 1 |  |
| 2 | 0 | 24 | 29 | 17 | 1 |  |
| Blue 3 | 45 | 21 | 38 | 14 | 1 |  |
| 4 | 9 | 33 | 2 | 26* | 1 | $D=1$ |
|  | -1 | -1 | $-1$ | -1 | 0 |  |

All numbers in the game matrix sector of this schema except the 0 must be considered as pivots because they are positive and the lower border numbers are negative; so one must calculate the value of the criterion

$$
-\frac{r \times c}{p}
$$

for each. This becomes just

$$
\frac{1}{p}
$$

because all $r$ 's and c's are 1 and -1 , respectively.


The smallest value of the criterion in each column is underlined and the greatest of these, $1 / 26$, is marked by an asterisk; so the pivot is $P=26$.

We proceed to Schema 2 by Step 4 as follows:
$\left.\begin{array}{|rrr|r|}\hline & -17 \\ & & -17 \\ & & -14 & \\ 9 & 33 & 2 & 1\end{array}\right) 1$

Here the pivot is equal to $D$, the column numbers have changed signs, and the row numbers have been copied. The remaining numbers of the new schema are computed by the formula

$$
\frac{\mathcal{N} \times P-R \times C}{D}
$$

For instance, that number in the first row and second column is

$$
\frac{12 \times 26-33 \times 17}{1}=-249
$$

The complete schema is
Schema 2
Red


The potential pivots in Schema 2 are the positive numbers in columns that have negative border numbers, namely,

| 783 | 720 | 9 |
| ---: | ---: | ---: |
|  | 720 | 9 |
| 1044 | 960 | 12 |
| 9 | 2 | 1 |
| -17 | -24 |  |

Here we have reproduced the border elements needed to evaluate the potential pivots according to the criterion

$$
-\frac{r \times c}{p}
$$

For instance, the criterion for judging the number 1044 is

$$
-\frac{12 \times(-17)}{1044}=.20
$$

(Approximate calculations suffice, so long as choices can be made accurately.)

| $\frac{.20}{}$ | $\frac{.30^{*}}{30}$ |
| :--- | :--- |
| $\frac{.20}{1.9}$ | $\frac{.30}{12}$ |
|  |  |

The smallest values are approximately .2 in the first column and .3 in the third. The larger is .3; so the pivot corresponds to it. In fact we have three equally preferable pivots: 720, 720, and 960 . We select arbitrarily
the 720 in the first row and third column and mark it by an asterisk in Schema 2. The other two pivots are not of interest because we are going to climb the game tree just once.

We proceed to the next schema, which is


Here the potential pivot must be a positive number in the second column, the only one with a negative border number. The elements relevant to the choice are


The criterion $-r \times c / p$ is 0 in two instances because two of the $c$ 's are 0 ; so 8,640 and 11,520 qualify as pivots. We choose the former and calculate the next schema.

Schema 4
(Solution 1. blue 7:1:0:4, Red 0:0:1:3)
Red
1

Blue 3 | 432 | 249 | 63 | -204 | 108 |
| ---: | ---: | ---: | ---: | ---: |
| $-25,920$ | 720 | -720 | 0 | 0 |
| 414,720 | $-11,520$ | 0 | 2,880 | 0 |
| 35,856 | -933 | 909 | 348 | 324 |
| 1,728 | 36 | 252 | 144 | 432 |
| 2 | $D=8,640$ |  |  |  |

No border element is negative; so we have reached a solution.
We see that Blue should play Blue 1,2 , and 4 according to the oddments 252,36 , and 144 , or, removing the common factor 36 , according to the oddments 7, 1, and 4. Similarly, Red should play Red 2, 3, and 4 according to the oddments 0,108 , and 324 , or 0,1 , and 3 . The value of the game is $8,640 / 432=20$, which is equal to the constant added at the beginning of the work; so the original game is a fair game.

Is Blue 7:1:0:4, Red 0:0:1:3 a solution? Or have we made errors? It is easy to find out. The result of using Blue 7:1:0:4 against the strategy Red 1 is (from the original matrix)

$$
\frac{16 \times 7+(-20) \times 1+25 \times 0+(-11) \times 4}{7+1+0+4}=\frac{48}{12}=4
$$

Against Red 2 it is

$$
\frac{(-8) \times 7+4 \times 1+1 \times 0+13 \times 4}{12}=\frac{0}{12}=0
$$

Against Red 3 it is

$$
\frac{9 \times 7+9 \times 1+18 \times 0+(-18) \times 4}{12}=\frac{0}{12}=0
$$

Against Red 4 it is

$$
\frac{(-3) \times 7+(-3) \times 1+(-6) \times 0+6 \times 4}{12}=\frac{0}{12}=0
$$

Thus Blue wins the value of the game, or more, against any defense.
The Blue solution is valid, apparently. Can we assert that it is? The shocking fact is we cannot: It may be that we have miscalculated the value of the game. If the true value is $1 / 2$, say, rather than 0 , the preceding test has mislead us. To be sure that the Blue strategy and the estimate of the value of the game are both correct, we must complete the test by evaluating Red's presumed-optimal strategy, namely, Red $0: 0: 1: 3$. Red's average result against Blue 1 is

$$
\frac{16 \times 0+(-8) \times 0+9 \times 1+(-3) \times 3}{0+0+1+3}=0
$$

and it is the same against Blue 2, 3, and 4. Since both players average the same when using the mixtures we have proposed, and do at least as well against any pure strategy, we can now assert that the value is 0 and that we have found a solution.

Does the game have more than one basic solution? Apparently it does because there are zero border elements. These occur in rows-the second and third-so, according to Step 7.2, we must look for negative pivots and make $D$ negative. With this modification Schema 4 becomes


We will seek pivots in rows 2 and 3 in the sequence $2,3,2,3, \ldots$, until it terminates. Considering row 2, the potential pivots are $-25,920$ and -720 . The criterion $c / p$ has the values $1,728 /(-25,920)=-.07$ and $252 /(-720)=-.35$. The first value is closer to zero than is the second; so $P=-25,920$. Transferring strategy names about this pivot leads to

which has a new set of Blue and Red names adjacent to the border. Therefore we will find a new basic solution if we complete the schema. The result is

Schema 5
(Solution 2. blue 17:7:0:12, red 0:0:1:3)
Red
2

Blue 3 \begin{tabular}{rrrr|r|}
\hline 432 \& 783 \& 153 \& 612 \& 324 <br>
$-8,640$ \& -720 \& 720 \& 0 \& 0 <br>
414,720 \& 0 \& $-34,560^{*}$ \& 8,640 \& 0 <br>
35,856 \& 189 \& -261 \& 1,044 \& 972 <br>
\hline 1,728 \& 252 \& 612 \& 432 \& 1,296 <br>
\hline

$\quad$

3 <br>
<br>
\end{tabular}

$\begin{array}{lll}2 & 1 & 4\end{array}$

The strategies are Blue 612:252:0:432 and Red 0:0:324:972, or, removing the common factors, Blue 17:7:0:12 and Red 0:0:1:3.

We now seek a negative pivot in the third row of Schema 5. There is only one possibility, namely $P=-34,560$, in the third column. If we pivot there, the set of strategies adjacent to the border becomes

which is unlike the sets in Solutions 1 and 2; so we will find another basic solution. It is given in Schema 6.

Schema 6
(Solution 3. blue $0: 28: 51: 65$, red $0: 0: 1: 3$ )
Red

| Blue | 3,024 | 1,044 | 153 | -765 | 432 | 3 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 0 | -960* | 720 | 240 | 0 | 1 |
|  | -414,720 | 0 | $-25,920$ | -8,640 | 0 |  |
|  | 43,632 | 252 | -261 | 1,305 | 1,296 |  |
|  | 12,096 | 336 | 612 | 780 | 1,728 |  |
|  |  | 2 | 3 | 4 |  |  |

We next return to row 2 and again seek a negative pivot. $P=-960$ is the sole possibility. It produces the following set of strategies adjacent to the border:


This is another new set; so we continue to the next schema and solution:

## Schema 7

(Solution 4. blue 0:0:1:1, red 0:0:1:3)
Red


We go now to row 3 again and test the potential pivots by calculating the several values of $c / p$. These are $336 /(-11,520)=-.029$, $24 /(-720)=-.033$, and $24 /(-240)=-.1$. The first is closest to zero; so $P=-11,520$. This pivot changes the border strategy set of Schema 7 to

which differs from those of the previous solutions; so we press on to

$$
\text { Schema } 8
$$

(Solution 5. blue 28:0:3:17, red 0:0:1:3)
Red
1

Blue | 84 | 12,528 | 249 | -189 | 144 |  |
| ---: | ---: | ---: | ---: | ---: | ---: |
| 0 | $-414,720$ | $-8,640^{*}$ | $-2,880$ | 3 |  |
| 0 |  |  |  |  |  |
| -960 | 0 | 720 | 240 | 0 | 2 |
| 1,212 | 3,024 | -933 | 153 | 432 |  |
| 336 | 4,032 | 36 | 204 | 576 |  |
| 4 | $D=-11,520$ |  |  |  |  |

Turn again to row 2 -for the last time in this sequence. The values of $c / p$ for the three potential pivots are $4,032 /(-414,720)=-.010$, $36 /(-8,640)=-.004$, and $204 /(-2,880)=-.07$; so $P=-8,640$ is the pivot.

This leads to the following set of border strategies:
Red
1


This is precisely the set found in Solution 1. Hence our sequence of pivots, alternating between row 2 and row 3 , has led us from Solution 1 to Solution 2, then to Solutions 3, 4, and 5, and finally back to Solution 1.

We must now start again with Solution 1 and try a sequence of pivots beginning with row 3 . The sole possibility is $P=-11,520$, and it leads to this border strategy set:


But this is the same set as in Solution 5; so we need not continue.
We have exhausted the possibilities-and ourselves as well-and have found five basic solutions. It is clear from this example that the task of finding solutions to games by the pivot method is simple and straightforward, but that the quantity of arithmetic required is substantial. Therefore the arithmetic deserves great care; so it will not be necessary to redo it. It suggests the concluding section of this chapter.

## SUMMARY OF PIVOT METHOD

Step 1. Add a constant to all elements of the game matrix to eliminate negative elements. Also, if it is feasible, multiply all elements by a constant to eliminate fractions. It is desirable that the matrix consist of positive integers and zeros.

Step 2. Augment the matrix with a border of -1 's along the lower edge, +1 's along the right edge, 0 in the corner, and an auxiliary number $D=1$ near the corner. The entire display, including the names of the Blue and Red strategies, is called the First Schema.

Step 3. Select the pivot $P$-a number and position in the game matrix section of the schema.

Step 3.1. The potential pivot $p$ must be positive.
Step 3.2. The border number below $p$-call it $c$-must be negative.
Step 3.3. The border number to the right of $p$ is called $r$. Compute the criterion $-\frac{r \times c}{p}$ for every $p$.

Step 3.4. Underline the value of the criterion closest to 0 in each schema.

Step 3.5. Mark with an asterisk the largest of the underlined values. The pivot $P$ is that $p$ which corresponds to the asterisk.

Step 4. Form the numbers in the next schema as follows:
Step 4.1. The number $D$ is placed in the old pivot position.
Step 4.2. The numbers in the pivot row are the same as before except for $D$.

Step 4.3. The numbers in the pivot column are the same as before but of opposite signs-except for $D$.

Step 4.4. Any other number-call it $\mathcal{N}$-is computed from

$$
\frac{\mathcal{N} \times P-R \times C}{D}
$$

where $R$ and $C$ are the numbers which share rows and columns with $P$ and $\mathcal{N}$.

Step 4.5. The next value of $D$ is $P$.
Step 5. Complete the next schema:
Step 5.1. Exchange the Blue strategy name that is at the left of the pivot row with the name that is below the pivot column.

Step 5.2. Exchange the Red strategy name that is above the pivot column with the name that is at the right of the pivot row.

Step 6. Check the border of the new schema for negative numbers.
Step 6.1. If it contains one or more negative numbers, go again to Step 3 and do Steps 3, 4, 5, and 6.

Step 6.2. If it contains no negative numbers, we have found a basic solution to the game: The oddment for each active strategy is the border number adjacent to a strategy name, and the value of the game is the ratio $D$ divided by the corner border number.

Step 7. If the border contains one or more 0's, find other basic solutions by pivoting, perhaps repeatedly, using all possible sequences of rows and columns which have border zeros. To find the pivots:

Step 7.1. If the border element of a column is 0 , choose as pivot $P$ that positive element $p$ for which the ratio $r / p$ is smallest.

Step 7.2. If the border element of a row is 0 , choose as pivot $P$ that negative element $p$ for which the ratio $c / p$ is closest to zero.

Step 8. Transfer strategy names about the pivot, according to Step 5.
Step 8.1. If the resulting border set of Blue and Red names is novel, calculate a new schema and a new basic solution by returning to Step 4, but modify the rules as follows if the pivot $P$ is negative: Make the old value of $D$ negative and change the signs of the elements discussed in Steps 4.2 and 4.3.

Step 8.2. If the resulting border set of Blue and Red names is not novel, the basic solutions that can be reached by the present sequence of 0 's have been found.

## HOW TO CHECK THE WORK

It is an unfortunate fact that any error made during the solution process is likely to lead to a nonsense answer, but to an answer that seems respectable. Therefore, it is important that the work be verified.

An absolute verification is available at the end: Try Blue's presumedoptimal strategy against each of Red's pure strategies. If Blue's strategy
is indeed optimal, he will achieve precisely the value of the game against the strategies that are active in Red's optimal strategy, and at least that value against other Red strategies. Similarly, try Red's presumedoptimal strategy against Blue's pure strategies.

In the first example of this chapter, we found the solution Blue $0: 1: 5$, Red 1:0:2 for the game on page 219. There Blue $0: 1: 5$ yields

$$
\frac{6 \times 0+8 \times 1+4 \times 5}{0+1+5}=\frac{28}{6}
$$

against Red 1;

$$
\frac{0 \times 0+(-2) \times 1+6 \times 5}{0+1+5}=\frac{28}{6}
$$

against Red 2; and

$$
\frac{3 \times 0+3 \times 1+5 \times 5}{0+1+5}=\frac{28}{6}
$$

against Red 3; i.e., Blue always achieves the value of the game, $42 / 3$; so his strategy is optimal.

Again, Red 1:0:2 yields

$$
\frac{6 \times 1+0 \times 0+3 \times 2}{1+0+2}=\frac{12}{3}
$$

against Blue 1;

$$
\frac{8 \times 1+(-2) \times 0+3 \times 2}{1+0+2}=\frac{14}{3}
$$

against Blue 2; and

$$
\frac{4 \times 1+6 \times 0+5 \times 2}{1+0+2}=\frac{14}{3}
$$

against Blue 3; i.e., Red achieves the value of the game, 42/3, against Blue's active strategies, and more otherwise-recalling that Red, the minimizing player, prefers the ${ }^{12 / 3}$ payoff to the ${ }^{14 / 3}$ value of the game.

We have verified the solution in this example. But suppose it had not checked out? It would be unpleasant to have to begin over and possibly to make the same mistakes again.

Fortunately there are built-in signals which often indicate the presence of errors. Perhaps the best of these is

If the game matrix consists entirely of integers, all schemata will consist entirely of integers.

That is self-evident as regards the numbers in the pivot row and pivot column because they are copies-except for signs in some cases-of numbers in the preceding schema; but it is not immediately evident that the other numbers, computed from the formula

$$
\frac{\mathcal{N} \times P-R \times C}{D}
$$

will always be integers. But they will be, except possibly when an error is present.

There is another partial check available in every schema:
The sum of the oddments, for the Blue strategies whose names are listed along the lower border, is equal to the border number in the corner.

Similarly,
The sum of the oddments, for the Red strategies whose names are listed along the right border, is equal to the border number in the corner.

Another danger signal is the appearance of a negative number in the right border:

The numbers in the right border are never negative.
They may be zero, however. A negative number may indicate that the proper pivot was not selected.

Another danger signal may be provided by the ratios of the auxiliary numbers $D$ to the border numbers in the corners of the schemata:

These ratios should not increase in value as we go from schema to schema.
They should decrease or remain constant, always. In the final schema, the ratio is equal to the value of the game; the sequence of ratios approaches that value from above and never recedes from it.

The checks mentioned above are adequate for most small games and for most game solvers. However, a large game may warrant an
additional investment in checking machinery, such as the use of control sums.

## CONTROL SUMS

To introduce control sums one adds another row, or another column, or both, to the First Schema; we shall do both, adjoining them to the upper and left edges of the schema. We demonstrate, using the first example of this chapter:


The number-call it $n$-in the top cell of the new column is chosen so as to make the sum of the numbers in the first row equal to -1 ; e.g.,
or

$$
\begin{aligned}
n+8+2+5+1 & =-1 \\
n & =-17
\end{aligned}
$$

Similarly, the second number $n$ in the new column is chosen so as to make the sum of the second row numbers equal to -1 ; i.e.,
or

$$
n+10+0+5+1=-1
$$

again-a coincidence. The last two column numbers are -23 and 2
The numbers $n$ in the new row are chosen so as to make the sums of the column numbers equal to +1 -rather than -1 ; e.g., the first number is
or

$$
\begin{aligned}
n+8+10+6-1 & =1 \\
n & =-22
\end{aligned}
$$

and the others are $-8,-15$, and -2 . The First Schema then becomes

| First Schema |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Red |  |  |  |  |  |  |
|  |  | 1 | 2 | 3 |  |  |
|  |  | -22 | -8 | -15 | -2 |  |
| 1 | -17 | 8 | 2 | 5 | 1 |  |
| Blue 2 | $-17$ | 10 | 0 | 5 | 1 |  |
| 3 | -23 | 6 | 8 | 7* | 1 |  |
|  | 2 | -1 | $-1$ | -1 | 0 | $D=1$ |

The significant fact about this arrangement is that
In every schema, the sums of the numbers in the long rows and columns will be equal, respectively, to the numbers $-D$ and $D$.

Decisions regarding pivots are made as if the control sums were not present. However, they are treated as ordinary schema elements when the next schema is calculated. Thus, by the rules of Steps 4 and 5, we go progressively to the Second Schema:



Finally,


The sums are all as expected; e.g., the second row is

$$
-4+40-40-5+2=-7
$$

and the second column is

$$
64-26-40+8+1=7
$$

i.e., $-D$ and $D$, respectively; so we may proceed with the next pivot operation. The next pivot, 40, was determined earlier and has been marked by an asterisk.

The Third Schema is


Again the row and columns are correct-equal to -40 and to 40 , respectively-so the work is probably correct.

No matter what system of checks is used, there is no substitute for trying the apparent solution in the original game. In an ultimate effort to convince the reader of this, the author now resorts to confession and to the vertical pronoun: I may, while writing this book, have solved more games than any other person. This effort surely entitles me to cheat occasionally, as by omitting the absolute check. However, it turns out that I am almost always attended on such occasions by an evil familiar-doubtless the fellow who originated the above argument about my prerogatives-who introduces unbelievable stupidities in my work. If everything else is perfect, it will turn out that I have not copied the matrix correctly. If I enlist the aid of a faultless modern computer, my confidence reaches new heights-and my fall is greater. I hate ta subscribe to a demon theory of errors, but there it is.

## APPENDIX

Table of Random Digits


## 254

0742858863 $35 \quad 37927922$
1098222807
9012733341
6300212990
4077986382
4321612608
9616764375
7097562693
8581261875
3710062492
5340613855
5517281556
4035384807
1889909612
6814125340
5155991159
9221433386
1508950557
9646100604
2817744111
6695344737
1971227263
6875664757
7502265332
1132370069
5520863470
1147408786
8142286842
2177175963
4227812160
$17697601 \quad 14$
0568630243
5299246650
9451893984
0018472186
8746263165
8869258716
2009442962
6093581504
$\begin{array}{llll}96 & 02 & 38 & 89 \\ 36\end{array}$ $2890 \quad 65 \quad 50 \quad 13$ 1092026299 7780612446 2351068774 4845465269 1816784631 7410893643 3568472607 2357075754

6364247638 3851929500 1885659043 4776746890 7754157675 $\begin{array}{llll}92 & 55 & 11 & 13 \\ 26\end{array}$ 8131063251 7345979359 3316687094 1112022254

1570573835
8112707493
8457549820
$19987922 \quad 22$
9860629451
9026989266
1815825283
0559467045 6099779669 2315190274

3257614278
6324732096
3412402936
8991057395
8147867750
7890675480
7981661630
1227348176
4138216768
5052082153

9792941220 4056833222
4148392935 9304066476 7686939300 $0298 \quad 257991$ 9447976500 5229175822 0368403600 5893928366
$5472356527 \quad 5307638235$ $\begin{array}{lllllll}84 & 82 & 88 & 1248 & 25 & 54 & 83 \\ 40 & 75\end{array}$ $\begin{array}{llllllll}65 & 79 & 90 & 19 & 14 & 81 & 36 & 30 \\ 51 & 73\end{array}$ $8791738549 \quad 4821371708$ $\begin{array}{llllllll}26 & 90 & 78 & 81 & 73 & 71 & 18 & 92 \\ 83 & 77\end{array}$ $\begin{array}{lllllll}68 & 05 & 26 & 54 & 22 & 88 & 46 \\ 00 & 63 & 52\end{array}$ $4258768149 \quad 8814799700$ $\begin{array}{llllllll}97 & 17 & 65 & 54 & 16 & 67 & 64 & 20 \\ 50 & 51\end{array}$ $\begin{array}{llllllll}53 & 29 & 58 & 71 & 33 & 38 & 264947 & 08\end{array}$ $\begin{array}{llllllll}23 & 01 & 19 & 41 & 08 & 29 & 19 & 66 \\ 51 & 87\end{array}$
$\begin{array}{lllllllll}75 & 76 & 84 & 95 & 49 & 24 & 54 & 36 & 32 \\ 85\end{array}$ 8666870341 5672772036 $27936780 \quad 10$ 3199469072 0298595303 8996510206 4558729611
0107108530
9020968521
0498268470
1974024637
5019779869
4695467536
8254962676
6179881600
5766629055
2980564994
0671134939
1393446885

8643194485 4048691122
1706178252
2499041099
8497807504
5076591930
3917006629
9596690947
5283155381
8676567465
$\begin{array}{lllll}88 & 46 & 00 & 63 \\ 88 & 14 & 79 & 97 & 00\end{array}$
$\begin{array}{llll}38 & 264947 & 49\end{array}$

6646075648
5034733521
0961704408
3735493025
1518250166
9583095406
9857942481
7430577509
1429339194
2787515480
9737732112
8649768709
2896881936
3112349899
8001884742
4651801487
6687262230
1959976247
5831588366

TABLE OF RANDOM DIGITS
255


## 256

4931974580 $\begin{array}{llll}88 & 78 & 67 & 69\end{array} 63$ 8486695202 1184926482 $\begin{array}{lllll}54 & 96 & 61 & 75 & 94\end{array}$ $109593 \quad 3349$ $\begin{array}{lllll}22 & 78 & 40 & 77 & 83\end{array}$ $\begin{array}{lllll}86 & 03 & 76 & 17 & 91\end{array}$ $80 \quad 0376 \quad 5089$ $72 \quad 75 \quad 18 \quad 43 \quad 59$
$\begin{array}{lllll}18 & 53 & 20 & 38 & 74\end{array}$ $229362 \quad 2058$ $\begin{array}{llll}66 & 39 & 77 & 65 \\ 10\end{array}$ $\begin{array}{lllll}89 & 73 & 02 & 32 & 72\end{array}$ $\begin{array}{lllll}81 & 82 & 17 & 53 & 23\end{array}$ $94377825 \quad 54$ 6848549991 $\begin{array}{lllll}07 & 33 & 00 & 71 & 84\end{array}$ $\begin{array}{lllll}10 & 99 & 31 & 49 & 30\end{array}$ 2080115178
$\begin{array}{llll}57 & 47 & 01 & 46\end{array} 00$ $12 \quad 12 \quad 72 \quad 50 \quad 14$ $439837 \quad 2655$
$\begin{array}{lllll}20 & 46 & 19 & 94 & 50\end{array}$
$\begin{array}{llll}57 & 39 & 37 & 32 \\ 67\end{array}$
8071996751
$\begin{array}{llll}35 & 90 & 30 & 00 \\ 91\end{array}$
$\begin{array}{lllll}33 & 81 & 56 & 39 & 68\end{array}$
8591974391
$157691 \quad 3615$
$\begin{array}{lllll}66 & 22 & 07 & 90 & 50\end{array}$
$\begin{array}{lllll}49 & 17 & 11 & 10 & 27\end{array}$
$\begin{array}{lllll}81 & 15 & 00 & 07 & 04\end{array}$
$\begin{array}{lllll}65 & 42 & 03 & 50 & 91\end{array}$
$\begin{array}{lllll}96 & 06 & 89 & 17 & 24\end{array}$
$\begin{array}{lllll}53 & 58 & 61 & 14 & 32\end{array}$
$\begin{array}{lllll}53 & 16 & 51 & 98 & 65\end{array}$
$\begin{array}{llll}86 & 78 & 86 & 45 \\ 77\end{array}$
$\begin{array}{lllll}35 & 07 & 23 & 64 & 29\end{array}$
6445383357
$\begin{array}{lllll}66 & 85 & 17 & 92 & 47\end{array}$
$\begin{array}{lllll}97 & 34 & 55 & 84 & 94\end{array}$
$\begin{array}{lllll}33 & 70 & 11 & 71 & 86\end{array}$
6727478362
$\begin{array}{lllll}91 & 48 & 23 & 06 & 89\end{array}$
$\begin{array}{llll}07 & 86 & 59 & 17 \\ 56\end{array}$
$\begin{array}{lllll}32 & 03 & 12 & 79 & 25\end{array}$
$\begin{array}{lllll}64 & 20 & 94 & 97 & 14\end{array}$
$\begin{array}{lllll}63 & 87 & 14 & 04 & 18\end{array}$
4499593718
$6968 \quad 6781 \quad 62$
$\begin{array}{llll}94 & 95 & 17 & 63 \\ 41\end{array}$
$068936 \quad 5483$
$\begin{array}{lllll}03 & 51 & 36 & 11 & 49\end{array}$
8485034159
$\begin{array}{llll}58 & 96 & 35 & 22 \\ 20\end{array}$
0472392411
3840418126
$\begin{array}{lllll}31 & 13 & 53 & 32 & 43\end{array}$
$8943 \quad 72 \quad 03 \quad 93$
$\begin{array}{lllll}57 & 16 & 83 & 04 & 58\end{array}$ $\begin{array}{lllll}71 & 88 & 66 & 53 & 34\end{array}$ 4041859504 $2883 \quad 376661$ $\begin{array}{lllll}37 & 88 & 36 & 21 & 24\end{array}$ $4488 \quad 23 \quad 35 \quad 92$ $\begin{array}{lllll}19 & 08 & 21 & 38 & 73\end{array}$ 4531629283 $\begin{array}{lllll}22 & 78 & 85 & 54 & 33\end{array}$ 0829386193
$\begin{array}{lllll}29 & 22 & 37 & 05 & 41\end{array}$ $\begin{array}{lllll}22 & 68 & 18 & 01 & 10\end{array}$ $\begin{array}{lllll}74 & 58 & 09 & 03 & 54\end{array}$ $\begin{array}{llll}69 & 09 & 37 & 13 \\ 64\end{array}$ $\begin{array}{lllll}40 & 45 & 69 & 12 & 34\end{array}$ 7292767349 6186933093 4004816520 $\begin{array}{llll}68 \quad 77 \quad 39 & 76 & 69\end{array}$ 0977430751
$\begin{array}{lllll}46 & 13 & 93 & 66 & 89\end{array}$ $26 \quad 56 \quad 69 \quad 53 \quad 23$ $\begin{array}{lllll}06 & 76 & 55 & 71 & 41\end{array}$ $\begin{array}{lllll}35 & 38 & 49 & 03 & 80\end{array}$ $\begin{array}{lllll}49 & 33 & 37 & 84 & 82\end{array}$
$45 \quad 59514044$
$\begin{array}{lllll}79 & 81 & 91 & 50 & 54\end{array}$ $\begin{array}{lllll}11 & 97 & 16 & 22 & 34\end{array}$ $\begin{array}{lllll}11 & 45 & 28 & 93 & 18\end{array}$ $\begin{array}{llll}38 & 74 & 68 \quad 1271\end{array}$
$\begin{array}{lllll}66 & 37 & 80 & 29 & 19\end{array}$ 8401930690 $\begin{array}{llll}17 & 70 & 12 & 12 \\ 92\end{array}$ $\begin{array}{lllll}32 & 54 & 69 & 20 & 72\end{array}$ $\begin{array}{lllll}97 & 13 & 86 & 19 & 19\end{array}$ $\begin{array}{lllll}35 & 29 & 22 & 79 & 24\end{array}$ 0273708168 $\begin{array}{lllll}28 & 26 & 13 & 78 & 44\end{array}$ $8057 \quad 330606$ $771538 \quad 85 \quad 52$
$\begin{array}{llll}23 & 89 & 20 & 78 \\ 25\end{array}$ $\begin{array}{llll}38 & 01 & 30 & 93 \\ 79\end{array}$ $\begin{array}{lllll}52 & 38 & 30 & 72 & 32\end{array}$ 4727792935 6219949542 $\begin{array}{llll}66 & 23 & 41 & 38 \\ 21\end{array}$ $\begin{array}{llll}07 & 18 & 42 & 15 \\ 66\end{array}$ $893185 \quad 5806$ $\begin{array}{llll}31 & 18 & 87 & 48 \\ 82\end{array}$ 0502621255

6711584584 3159509246 $437442 \quad 2178$ $\begin{array}{llll}08 & 10 & 79 & 69 \\ 52\end{array}$ 5809065342 $\begin{array}{lllll}83 & 96 & 25 & 89 & 12\end{array}$ 8112906481 $\begin{array}{lllll}07 & 63 & 81 & 07 & 97\end{array}$ $28 \quad 65 \quad 68 \quad 99 \quad 38$ $497401 \quad 13 \quad 85$
$\begin{array}{lllll}82 & 58 & 71 & 35 & 86\end{array}$ $\begin{array}{llll}32 & 99 & 38 & 99 \\ 88\end{array}$ 4861718282 $\begin{array}{lllll}12 & 31 & 78 & 97 & 02\end{array}$ $\begin{array}{llll}36 & 19 & 91 & 13 \\ 55\end{array}$ 5680699126 $\begin{array}{llll}76 & 17 & 41 & 22\end{array} 06$ $\begin{array}{lllll}74 & 85 & 74 & 64 & 01\end{array}$ $\begin{array}{llll}53 & 08 & 42 & 19\end{array} 93$ $\begin{array}{lllll}96 & 26 & 09 & 81 & 37\end{array}$
$\begin{array}{llll}34 & 01 & 25 & 00 \\ 80\end{array}$
$256567 \quad 29 \quad 96$
1488015386
$6252 \quad 22 \quad 1504$
$\begin{array}{lllll}97 & 78 & 92 & 85 & 75\end{array}$ $\begin{array}{lllll}55 & 46 & 74 & 30 & 36\end{array}$ $30 \quad 04363450$
1254314398 $48 \quad 64 \quad 45 \quad 30 \quad 08$ $\begin{array}{llll}26 & 84 & 31 & 28 \\ 44\end{array}$


2941720972
7018505460 0639352017 4260592474 2648348873 9360977425 1979003265 6343467251 7663642771 5125874330
$\begin{array}{llll}13 & 26 & 01 & 42 \\ 38\end{array}$ 3181150935 4883269524 3236718457 9034617476 $\begin{array}{llll}98 & 51 & 30 & 86 \\ 79\end{array}$ 0848415617 6004287562 8765386409 3571100398

4648332722
6085806337
$7078 \quad 301452$
6534643042
9634952164
6346913459
6057975498
3101874081
0004733802
5575486900
3805830346 0690443200 4843079189 7855658776 0766207712 9874512338 5292381343 3516593108 6522112207 7445355975
$\begin{array}{lllll}84 & 13 & 42 & 91 & 66 \\ 07 & 35 & 38 & 58 & 55 \\ 21 & 23 & 62 & 05 & 30 \\ 09 & 36 & 14 & 24 & 04 \\ 84 & 26 & 03 & 32 & 85 \\ 57 & 26 & 86 & 93 & 20 \\ 68 & 47 & 42 & 96 & 78 \\ 20 & 51 & 08 & 06 & 27 \\ 12 & 58 & 35 & 63 & 29 \\ 47 & 75 & 15 & 26 & 72\end{array}$
8839150858 8951015566 3211346673 0331225564 7103921497 6941382067 8279008324 4972826400 0927738379 3049450923

7479960277 2022034952 8766124028 6213432285 $23298722 \quad 17$ 1109196646 9781586151 0149406165 7334254338 8793101238
$\begin{array}{lll}35 & 72 & 278849\end{array}$ 8909230974 5969093830 3537024774 7041099428 1108805454 1490823896 $320682 \quad 1547$ 6607959434 8546394567
$\begin{array}{lllllllll}71 & 99 & 34 & 28 & 19 & 28 & 79 & 91 & 30\end{array}$ $\begin{array}{llllllll}11 & 83 & 80 & 22 & 91 & 89 & 88 & 24 \\ 16 & 13\end{array}$ $1430055319 \quad 4790839232$ $33722477 \quad 1254729759$ $\begin{array}{llllll}51 & 27 & 58 & 48 & 21 & 87 \\ 44 & 30 & 24 & 91\end{array}$ $\begin{array}{lllllll}13 & 56 & 80 & 08 & 25 & 80 & 83 \\ 58 & 36 & 39\end{array}$ $\begin{array}{llllllllll}08 & 45 & 60 & 14 & 75 & 40 & 31 & 77 & 20 & 77\end{array}$ $6261864027 \quad 6447750432$ $\begin{array}{llllllll}59 & 51 & 22 & 52 & 49 & 42 & 18 & 50 \\ 96 & 22\end{array}$ $1099591922 \quad 5021714187$
$\begin{array}{llllllll}60 & 73 & 55 & 89 & 65 & 58 & 49 & 20 \\ 96 & 66\end{array}$ 2209626338 2496597107 7510993142 6400154264 6825074501 9509127082 1011210630 0993457587 $\begin{array}{llll}33 & 30851441\end{array}$

0929942617 9821869710 4183040472 3520185672 4164063018 3784934389 6023675705 7080288189 4335493950 1544928847

9282540536
0070166589 5993995137 5749085805 7651369339 0687150132 0152909499 $\begin{array}{lll}54 & 73 & 97 \\ 37 & 96\end{array}$ 9494617241 4980030054

3024004343
4185685296
9195168894
7166794262
4884609100
7394959533
8287339312
4400521090
1380432609
9465411315
0342799255
4604108952
6668853948
7428091670
5597499443
8333984923
1159413447
5476537553
8263568543
7678044264
0462251354
6579941147
0416807403
3370132184
5001024089
5766002309
1428376959
8275418073
8578023094

## TABLE OF RANDOM DIGITS

| 03 | 49 | 66 | 06 | 56 | 69 | 73 | 55 | 50 | 53 |  | 15 | 39 | 38 | 25 | 29 |  | 15 | 76 | 08 | 97 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 64 | 25 | 28 | 09 | 87 |  | 44 | 41 | 63 | 14 | 38 | 26 | 05 | 53 | 00 | 56 |  | 15 | 22 | 61 | 10 |
| 81 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 49 | 22 | 51 | 16 | 47 | 69 | 73 | 37 | 99 | 39 |  | 86 | 30 | 53 | 50 | 43 |  | 66 | 21 | 97 | 48 |
| 62 | 47 | 61 | 93 | 65 | 16 | 56 | 86 | 25 | 09 | 89 | 14 | 62 | 53 | 24 |  | 22 | 75 | 93 | 56 | 01 |
| 21 | 11 | 93 | 11 | 66 | 78 | 38 | 51 | 48 | 75 |  | 86 | 85 | 79 | 94 | 04 |  | 91 | 54 | 77 | 49 |
| 34 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 35 | 08 | 65 | 00 | 39 | 71 | 25 | 14 | 57 | 69 | 27 | 90 | 84 | 89 | 44 |  | 09 | 01 | 75 | 43 | 97 |
| 33 | 33 | 07 | 87 | 01 | 88 | 53 | 64 | 13 | 98 | 86 | 41 | 32 | 07 | 09 | 41 | 58 | 96 | 36 | 41 |  |
| 68 | 34 | 64 | 53 | 55 | 37 | 07 | 24 | 08 | 32 | 33 | 91 | 55 | 38 | 90 | 19 | 88 | 73 | 41 | 08 |  |
| 55 | 52 | 63 | 17 | 47 | 57 | 30 | 90 | 92 | 38 | 78 | 74 | 26 | 99 | 71 | 30 | 14 | 87 | 26 | 47 |  |
| 86 | 02 | 05 | 57 | 48 | 08 | 63 | 66 | 37 | 73 | 07 | 22 | 80 | 50 | 82 |  | 72 | 82 | 19 | 10 | 26 |

## Solutions to Exercises

Solutions to the Exercises are given here. In comparing your results with these, the following two remarks are important:

Remark 1. All oddments are expressed in their simplest forms; i.e., factors common to all oddments of a set have been eliminated. Thus, the odds 8:24:16 would be written here as 1:3:2.

Remark 2. While this point is not brought out early in the text, the fact is that many games have more than one basic solution. We have tried to provide all basic solutions for the games in the first several sets of Exercises. The alternative solutions are lettered (a), (b), etc. Note, however, that you may find a valid solution which does not appear in this list; if so, it will be a combination of two or more of these.

In the later sets of Exercises, for $4 \times 4$ games and larger ones, we have not attempted to provide all solutions. However, by the time you are ready to solve these larger games, you should have no difficulty in establishing that your results are correct.

The values of the games are unique; so your results should always agree with ours on that point.

EXERCISES 1

|  | Blue |  | Red |  | Value of |
| :---: | ---: | :--- | ---: | :---: | :---: |
| Exercise | 1 | 2 | 1 | 2 | Game |
| 1 | 1 | 0 | 0 | 1 | 4 |
| 2 | 0 | 1 | 1 | 0 | 6 |
| 3 | 0 | 1 | 0 | 1 | -7 |
| 4 | 0 | 1 | 0 | 1 | 6 |
| 5 | 0 | 1 | 0 | 1 | 3 |
| 6 | 0 | 1 | 1 | 0 | 3 |
| 7 | 1 | 1 | 1 | 3 | $5 / 2$ |
| 8 | 1 | 1 | 1 | 3 | $3 / 2$ |
| 9 | 1 | 1 | 1 | 3 | $1 / 2$ |
| 10 | 1 | 1 | 1 | 3 | 0 |
| 11 | 1 | 1 | 1 | 1 | 0 |
| 12 | 1 | 1 | 1 | 1 | $-1 / 2$ |
| 13 | 1 | 1 | 1 | 1 | $9 / 2$ |
| 14 | 1 | 1 | 1 | 1 | $93 / 2$ |
| 15 | 1 | 1 | 5 | 4 | 0 |
| 16 | 8 | 9 | 10 | 7 | $5 / 17$ |
| 17 | 0 | 1 | 0 | 1 | 5 |
| 18 | 3 | 1 | 1 | 1 | -1 |
| 19 | 10 | 1 | 10 | 111 | $101 \% / 11$ |
| 20 | 4 | 3 | 1 | 1 | 0 |

## EXERCISES 2

| Exercise | Blue |  | Red |  |  |  |  |  |  |  | Value of Game |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 | 2 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |  |
| 1 | 1 | 0 | 0 | 1 | 0 |  |  |  |  |  | 0 |
| 2 | 1 | 0 | 0 | 1 | 0 | 0 |  |  |  |  | -6 |
| 3 | 3 | 1 | 0 | 1 | 7 |  |  |  |  |  | 7/4 |
| 4 | 7 | 9 | 3 | 0 | 0 | 0 | 0 | 13 | 0 | 0 | 293/16 |
| 5 | 1 | 1 | 0 | 1 | 1 | 0 |  |  |  |  | 5/2 |
| 6 | 10 | 11 | 0 | 0 | 1 | 20 |  |  |  |  | 11/21 |
| 7 | 5 | 7 | 7 | 5 | 0 | 0 | 0 |  |  |  | 25/12 |
| 8 | 5 | 4 | 5 | 0 | 0 | 1 | 0 |  |  |  | $-1 / 3$ |
| 9 | 7 | 6 | 0 | 19 | 0 | 0 | 7 |  |  |  | $-3 / 13$ |
| 10 | 5 | 3 | 0 | 7 | 0 | 9 | 0 |  |  |  | $-13 / 8$ |
| 11 | 5 | 7 | 0 | 1 | 0 | 1 |  |  |  |  | 7/2 |
| 12 | 7 | 6 | 0 | 7 | 6 |  |  |  |  |  | 42/13 |
| 13 (a) | 1 | 1 | 4 | 5 | 0 | 0 | 0 | 0 |  |  | 5 |
| (b) |  |  | 3 | 0 | 5 | 0 | 0 | 0 |  |  |  |
| (c) |  |  | 2 | 0 | 0 | 5 | 0 | 0 |  |  |  |
| (d) |  |  | 0 | 1 | 0 | 0 | 4 | 0 |  |  |  |
| (e) |  |  | 0 | 0 | 1 | 0 | 3 | 0 |  |  |  |
| $(f)$ |  |  | 0 | 0 | 0 | 1 | 2 | 0 |  |  |  |
| (g) |  |  | 0 | 3 | 0 | 0 | 0 | 4 |  |  |  |
| (h) |  |  | 0 | 0 | 3 | 0 | 0 | 3 |  |  |  |
| (i) |  |  | 0 | 0 | 0 | 3 | 0 | 2 |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  | Value of |
| Exercise | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 1 | 2 | Game |
| 14 | 0 | 0 | 1 |  |  |  |  |  | 1 | 0 | 9 |
| 15 | 1 | 0 | 0 | 0 | 1 |  |  |  | 1 | 1 | 3 |
| 16 | 1 | 0 | 0 |  |  |  |  |  | 0 | 1 | -3 |
| 17 | 1 | 1 | 0 |  |  |  |  |  | 1 | 1 | 1/2 |
| 18 | 0 | 0 | 1 |  |  |  |  |  | 1 | 1 | 1 |
| 19 | 1 | 0 | 0 | 0 | 0 | 1 |  |  | 1 | 1 | 2 |
| 20 | 1 | 0 | 0 | 2 | 0 |  |  |  | 2 | 1 | 19/3 |

EXERCISES 3

|  | Blue |  |  |  | Red |  |  |
| :---: | ---: | :---: | ---: | ---: | ---: | ---: | :---: |
| Exercise | 1 | 2 | 3 | 1 | 2 | 3 | Value of |
| Game |  |  |  |  |  |  |  |

EXERCISES 4

| Exercise | Blue |  |  | Red |  |  |  |  |  | Value of Game |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 | 2 | 3 | 1 | 2 | 3 | 4 | 5 | 6 |  |
| 1 | 0 | 1 | 0 | 0 | 0 | 1 | 0 |  |  | 4 |
| 2 | 0 | 0 | 1 | 0 | 0 | 0 | 1 |  |  | 6 |
| 3 | 1 | 8 | 9 | 9 | 8 | 1 | 0 |  |  | 59/18 |
| 4 | 7 | 5 | 1 | 0 | 4 | 3 | 6 |  |  | 15/13 |
| 5(a) | 1 | 1 | 0 | 1 | 1 | 0 | 0 |  |  | 1/2 |
| (b) |  |  |  | 0 | 1 | 1 | 0 |  |  |  |
| (c) |  |  |  | 0 | 0 | 1 | 1 |  |  |  |
| 6(a) | 1 | 1 | 0 | 1 | 0 | 3 | 0 |  |  | 3/2 |
| (b) |  |  |  | 1 | 0 | 0 | 1 |  |  |  |
| (c) |  |  |  | 0 | 1 | 1 | 0 |  |  |  |
| 7 | 10 | 9 | 23 | 0 | 5 | 8 | 1 |  |  | 55/14 |
| $8(a)$ | 0 | 1 | 1 | 0 | 0 | 1 | 0 |  |  | 3 |
| (b) | 0 | 1 | 3 |  |  |  |  |  |  |  |
| 9(a) | 3 | 3 | 2 | 17 | 0 | 3 | 12 | 0 |  | 17/8 |
| (b) |  |  |  | 11 | 0 | 9 | 0 | 12 |  |  |
| 10(a) | 1 | 1 | 1 | 1 | 1 | 1 | 0 | 0 | 0 | 1\%/3 |
| (b) |  |  |  | 0 | 0 | 0 | 1 | 1 | 1 |  |
| (c) |  |  |  | 3 | 2 | 0 | 1 | 0 | 0 |  |
| (d) |  |  |  | 4 | 4 | 0 | 0 | 1 | 0 |  |
| (e) |  |  |  | 2 | 0 | 0 | 3 | 0 | 1 |  |
| $(f)$ |  |  |  | 0 | 1 | 7 | 0 | 0 | 1 |  |
| (g) |  |  |  | 0 | 4 | 0 | 0 | 7 | 4 |  |
| (h) |  |  |  | 0 | 0 | 4 | 1 | 0 | 1 |  |


| Exercise | Blue |  |  |  |  |  |  | Red |  |  | Value of Game |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 11 (a) | 1 | 0 | 0 | 0 | 1 |  |  | 1 | 0 | 2 | 0 |
| (b) | 0 | 1 | 0 | 1 | 0 |  |  | 0 | 2 | 1 |  |
| (c) | 0 | 0 | 1 | 0 | 0 |  |  |  |  |  |  |
| (d) | 0 | 2 | 0 | 0 | 1 |  |  |  |  |  |  |
| (e) | 1 | 0 | 0 | 2 | 0 |  |  |  |  |  |  |
| 12(a) | 0 | 0 | 13 | 0 | 2 | 0 |  | 3 | 8 | 10 | $-68 / 3$ |
| (b) | 13 | 0 | 0 | 0 | 17 | 0 |  | 4 | 6 | 11 |  |
| 13 | 0 | 1 | 0 | 0 | 1 | 1 | 0 | 1 | 1 | 1 | 1/3 |
| 14 | 0 | 0 | 13 | 2 |  |  |  | 1 | 0 | 4 | 17/3 |
| 15(a) | 0 | 0 | 0 | 1 |  |  |  | 1 | 0 | 0 | 3 |
| (b) | 1 | 0 | 0 | 1 |  |  |  |  |  |  |  |



EXERCISE 6

\left.| Blue |  |  |  |  |  |  |  |  |
| ---: | ---: | ---: | ---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 2 | 3 | 4 | 1 | 2 | 3 | 4 | Ralue of |
| Game |  |  |  |  |  |  |  |  |
| 7 | 1 | 0 | 4 |  |  |  |  |  |
| 17 | 7 | 0 | 12 |  |  |  |  |  |
| 0 | 28 | 51 | 65 |  |  |  |  |  |
| 28 | 0 | 3 | 17 |  |  |  |  |  |
| 0 | 0 | 1 | 1 |  |  |  |  |  |$\right\}$
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[^0]:    * Von Neumann's first paper on Game Theory was published in 1928, but the first extensive account appeared in 1944: Theory of Games and Economic Behavior by John von Neumann and Oskar Morgenstern (Princeton University Press, Princeton, N. J.). The challenging nature of this work was immediately appreciated by some reviewers, such as A. H. Copeland, who wrote "Posterity may regard this book as one of the major scientific achievements of the first half of the twentieth century" (Bulletin of the American Mathematical Society, vol. 51, 1945, pp. 498-504).

[^1]:    * The reference is to these data, covering ten army corps over a twenty-year period (1875-1894). The deaths are per corps, per year.

[^2]:    * To avoid even the possibility of frustrating you this early in the game, we itemize the routes. Blue may visit any of the following sets of road junctions (beginning with $B$ and ending with $R$ in each case):
    $b, b a c, b a c d, a b, a c, a c d, d c a b, d c, d$
    Red may visit

    $$
    b, b a, c a, c d, d
    $$

[^3]:    *'The implications of this alternative action are discussed later; see page 103.

[^4]:    *The implications of this alternative action are discussed later; see page 103.

[^5]:    * A cosmopolitan reader informs us the phenomenon is quite general; e.g., what are called wieners in Frankfurt are known as frankfurters in Vienna.

[^6]:    * You may feel that it is also dishonest, for we promised that we would confine the book to elementary arithmetic, and this is probably not the first time that you have detected something stronger-such as probability theory-lurking about. Actually, the book is based, fundamentally, on quite a lot of mathematics. Even those which we have called the 'crank-turning' aspects have been discussed, heretofore, principally in very technical journals, in articles which you might not recognize as communication among Englishspeaking persons. And the process of abstraction and modelmaking, by which we go from the real world to the game matrix, may require a deep knowledge of the subject matter of the particular problem, much mathematical versatility, some ingenuity, and occasional late hours.

    We try to meet these two problems as follows: The Game Theory aspects are discussed and strictly arithmetical procedures are set forth. The physical problem is discussed and the game matrix is deduced by simple argument, when possible; otherwise, we use (secretly) whatever tools we need to use, and present you with the finished product, the matrix.

[^7]:    * The weak word 'hope' is used to cover the possibility of numerical errors and a more fundamental difficulty that is discussed in the next section.

[^8]:    * This subject is expanded in a later section, page 186.

[^9]:    * My indefatigable researchers point out a Chinese version: Man eats rooster, rooster eats worm, worm eats man.

[^10]:    *The degree of poetic license permitted the writer by his manuscript critics may be appreciated from this accurate comment: Ground hogs do no weather forecasting on summer afternoons, particularly not on sultry ones.

[^11]:    * Say, $15 n$ 'tails, $5 n$ 'flies, and $n$ 'bees; and $n$ is large enough so the Professor doesn't upset the frequencies. So the lethalities are like $1 / 15 n: 1 / 5 n: 1 / n$. But $n$ is no friend of the working man; so we multiply through by $30 n$, getting $2: 6: 30$. Why do we multiply by $30 n$ ? Well, ( $a$ ) why not? and ( $b$ ) to avoid fractions later when he introduces the What's-it, which may be mistaken for any insect, but is twice as likely to arouse suspicion and hence is half as lethal, i.e., 1:3:15.

[^12]:    *The reader who intends to solve large games should turn to Chapter 6 about now to learn a powerful method.

[^13]:    * This process is neither as silly nor as fortuitous as it may seem to you on first reading. Actually there is a straightforward mathematical theory which leads to and justifies it. If you ever learned, in a course in algebra, how to evaluate a determinant, then you will have recognized this process long before reading this footnote.

[^14]:    * There are two sections in Chapter 5, beginning on page 193, in which the importance of measurement, or estimation, accuracy is touched upon.

[^15]:    * See page 191 on Multiple Solutions.

[^16]:    * It has probably been clear for some time that we believe grammar is like money: the principal benefits derive from spending it. However, the present who-whom conflict is strictly between Shakespeare and the grammarians; our role is simply that of the reporter.

